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Due to their long lifetimes, indirect excitons can cool to below the temperature of quantum degeneracy. This

gives an opportunity to experimentally study cold composite bosons. Both theoretically predicted phenomena

and phenomena that have not been anticipated were observed in a cold gas of indirect excitons. In this contribu-

tion, we overview our studies of cold indirect excitons over the past decade, presenting spontaneous coherence

and condensation of excitons, spatially modulated exciton state, long-range spin currents and spin textures, and

exciton localization–delocalization transitions.
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1. INTRODUCTION

An exciton is a bound pair of an electron and a

hole. At densities n . 1/aDB , excitons are hydrogen-like

composite Bose particles [1] (aB is the exciton Bohr ra-

dius and D the dimensionality). Since the temperature

of quantum degeneracy scales inversely with the mass,

and the exciton mass is small, typically smaller than

the free electron mass, the quantum degeneracy in ex-

citon gases can be achieved at temperatures of about

1 K [1], orders of magnitude higher than µK tempera-

tures for atoms [2, 3] and available in helium refrigera-

tors. Theoretical predictions for cold exciton and elect-

ron–hole systems include a variety of collective states,

such as a Bose–Einstein condensate [1], BCS-like con-

densate [4], paired Laughlin liquid [5], coupled Wigner

solids [5], and excitonic charge–density wave [6].

The experimental realization of a cold exciton gas

with the exciton temperature TX ∼ 1 K requires a

system where the exciton lifetime is sufficiently long

such that excitons can cool to low temperatures before

recombination. Besides, the realization of a cold and

dense exciton gas requires the semiconductors in which

an excitonic state is the ground state and, in particular,

has lower energy than the metallic electron–hole liquid.

The latter is the ground state in Ge and Si, which forms

an obstacle for creating cold and dense exciton gases in

* E-mail: lvbutov@physics.ucsd.edu

these materials [7]. Studies of various materials indi-

cate that the experimental realization of a cold exciton

gas is challenging [8–16].

Cold and dense exciton gases with TX ≪ 1 K are

realized in a system of indirect excitons. An indi-

rect exciton (IX) is a bound pair of an electron and

a hole in separated quantum well (QW) layers [17–19]

(Fig. 1a,b ). The lifetime of IXs is long due to the spa-

tial separation between electrons and holes. In coupled

QW (CQW) samples, which we study, the lifetime of

IXs is controlled by voltage typically in the range from

a few tens of ns to a few µs, orders of magnitude longer

than the lifetime of regular direct excitons, which is in

the range of a few tens of ps in GaAs QWs [20–22].

Furthermore, IX cooling is fast due to relaxation of

the momentum conservation law in the direction per-

pendicular to the QW plane [23, 24]. The long life-

time and fast energy relaxation allow the IXs in GaAs

CQWs structures to cool down to ∼ 0.1 K within their

lifetime [25], well below the temperature of quantum

degeneracy T0 = 2π~2n/m ≈ 3 K for the exciton den-

sity per spin state n = 1010 cm−2 and the exciton mass

m = 0.22m0 relevant to the experiments.

The realization of cold exciton gases using IXs

gives an opportunity to study low-temperature exci-

ton states. IXs were studied in a number of expe-

riments [25–65]. The findings in cold IX gases in-

clude a spontaneous transition into a spatially mo-

dulated exciton state [26, 32, 41], spontaneous coher-

ence and condensation of excitons [27–30, 32], long-ran-

ge spin currents and spin textures [31, 32], perfect
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Fig. 1. (Color online) (a) Diagram of a CQW structure: n+-GaAs (blue), Al0.33Ga0.67As (grey), GaAs quantum well (yellow).

Vg is the applied voltage. Ellipses indicate IXs composed of electrons (−) and holes (+). (b) CQW band diagram; e, electron; h,

hole; E, energy. The arrow indicates an IX. (c) Diagram of the interferometric setup. (d) IX emission pattern. (e) Interference

pattern Iinterf (x, y) for δx = 2 µm. (f) Pattern of the amplitude of the interference fringes Ainterf (x, y), presenting a map of

coherence. The temperature in the refrigerator at the sample is Tbath = 0.1 K. From [29]

Coulomb drag [33], enhanced exciton radiative recom-

bination [35], enhanced exciton tunneling recombina-

tion [36, 37], and enhanced exciton scattering to low-

energy states [25]. Some of the observed phenomena,

like spontaneous coherence and condensation, were pre-

dicted theoretically [1] and some of them, like spon-

taneous transition into a spatially modulated exciton

state, were found experimentally in a cold IX gas. In

this contribution, we briefly overview our studies of IXs

over the past decade, presenting spontaneous coherence

and condensation of excitons, spatially modulated ex-

citon state, long-range spin currents and spin textures,

and exciton localization–delocalization transitions. We

also briefly present excitonic devices that allow IX con-

trol.

2. SPONTANEOUS COHERENCE IN A COLD

EXCITON GAS

Spontaneous coherence of matter waves is equiva-

lent to condensation of particles in momentum space.

The Fourier transform of the first-order coherence func-

tion g1(δx) gives the particle distribution nq in the mo-

mentum space. In turn, the width of g1(δx), the cohe-

rence length ξ, is inversely proportional to the width

of nq. In a classical gas at thermal equilibrium with

nq given by the Maxwell–Boltzmann distribution, ξ

is close to the thermal de Broglie wavelength λdB =

= (2π~2/mT )1/2 and is typically small (λdB ∼ 0.5 µm

for IX with m = 0.22m0 at T = 0.1 K). In a Bose–Ein-

stein condensate with narrow nq, g1(δx) is broad and

the coherence length is much larger than in a classical

gas, ξ ≫ λdB. The measurement of spontaneous co-

herence with ξ ≫ λdB is the direct measurement of a

Bose–Einstein condensate with narrow nq. In this sec-

tion, we overview the measurements of IX spontaneous

coherence reported in Ref. [29].

In earlier studies, evidence for spontaneous cohe-

rence was obtained for IXs in CQWs [35] and for IXs in

quantum Hall bilayers [36, 37]. In these experiments,

the onset of spontaneous coherence was respectively ev-

idenced by a strong enhancement of exciton radiative

recombination [35] and exciton tunneling recombina-

tion [36, 37]. Radiative recombination rate increases

with the coherence length for QW excitons [20, 21] and

an increase in the coherence length at exciton conden-

sation leads to an enhancement of exciton radiative re-

combination [66]. The results of other transport and

optical experiments were also consistent with sponta-

neous coherence of IXs [33–40]. However, no direct

measurement of coherence was performed and no en-

hancement of exciton coherence length beyond the clas-

sical value was directly detected in these studies.

The recombining excitons transform to photons,

which inherit their coherence properties: spontaneous

coherence of excitons translates into coherence of the

emitted light and can be studied by interferometry. Be-

fore work [29], we observed an enhancement of the IX

coherence length well beyond λdB using a single-pinhole
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Fig. 2. (Color online) (a–d) A region of an LBS; (e–h) a region of the external ring. Shown are the IX emission pattern (a,

e), the interference pattern at shift δx = 2 µm (b, f), the amplitude Ainterf (x, y) of interference fringes (c, g), and the linear

polarization of IX emission Plin = (Ix − Iy)/(Ix + Iy) (d, h). Tbath = 0.1 K. From [29]

interferometric technique [27, 28]. However, this tech-

nique does not measure g1(δx) and the derivation of the

exciton coherence length in Refs. [27, 28] was based on

a mathematical analysis of the data. The interferomet-

ric experiments used in Ref. [29] probe the first-order

coherence function and provide a direct measurement

of the IX spontaneous coherence with ξ ≫ λdB .

In [29], the pattern of the first-order coherence func-

tion g1(δx) was measured by shift interferometry: the

emission images produced by each of the two arms of

the Mach–Zehnder interferometer (Fig. 1c) were shifted

with respect to each other to measure the interference

between the emission of IXs spatially separated by δx.

Spontaneous coherence was studied in the region of

rings in the exciton emission pattern. Exciton rings

(including the inner ring, the external ring, and local-

ized bright spot (LBS) rings) were observed earlier [26];

their origin is discussed in Sec. 3. In experiments [29],

the photoexcitation was more than 400 meV above

the energy of IXs, and the 10-µm-wide laser excita-

tion spot was farther than 80 µm away from both the

LBS and the external ring. Therefore, in the area of

these rings, IX coherence forms spontaneously. Because

of their separation from the laser spot, where excitons

are heated due to optical excitation, the external and

LBS rings are sources of cold excitons.

Figure 1d shows a segment of the IX emission pat-

tern, with a section of the external ring and smaller

LBS rings. The pattern of interference fringes is shown

in Fig. 1e and the map of their amplitude, Ainterf , in

Fig. 1f. The quantity Ainterf describes the degree of

coherence of IXs, as detailed below. The regions of ex-

tended spontaneous coherence of IXs correspond to the

green and yellow colors in Fig. 1f.

Figure 2 presents the patterns of coherence of IX

emission in regions of an LBS and the external ring.

The observed properties of IX coherence are qualita-

tively similar around both these sources of cold exci-

tons. We first consider the LBS region. At low tem-

peratures, a strong enhancement of Ainterf is observed

at a distance r ∼ r0 = 7 µm from the LBS center

(Fig. 2b,c). This enhancement of the degree of cohe-

rence shows the emergence of spontaneous coherence of

excitons.

Figure 2d presents a pattern of linear polarization

around an LBS. It spatially correlates with the pat-

tern of the amplitude of the interference fringes Ainterf :

compare Fig. 2c and 2d. At r & r0, a vortex of linear

polarization with the polarization perpendicular to the

radial direction is observed. Such polarization vortices

are described in Sec. 4.

Close to the heating sources within the LBS ring,

the exciton gas is hot and no spontaneous coherence

forms there (the heating of the exciton gas is due to the

current filament at the LBS center and the binding en-

ergy released at the exciton formation in the ring [43]).
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Fig. 3. (Color online) (a) Measured first-order coherence function |g1(δx)| for the polarization vortex (squares) and the LBS center

(circles), and a simulated |g1(δx)| for a quantum (black line) and classical (blue line) gas. (b) Simulated |g1(δx)| for a quantum

(black) and classical (blue) gas with (solid) and without (dashed) convolution with the PSF. (c) Distribution in momentum space

obtained by the Fourier transform of g1 in (b) for a quantum (black line) and a classical (blue line) gas. From [29]

This is revealed by the small amplitude of the interfe-

rence fringes. Excitons cool down with increasing the

distance r from the heating sources and approach the

condensation temperature. At r = r0, the coherence

degree sharply rises, indicating the emergence of spon-

taneous coherence of excitons. This is revealed by the

strong enhancement of the amplitude of the interfe-

rence fringes (Fig. 2c).

Similar phenomena are observed in the external

ring region. At low temperatures, a spatially modu-

lated exciton state called the macroscopically ordered

exciton state (MOES) forms in the external ring [26]

(Figs. 1d and 2e) and a periodic polarization texture

forms around the periodic array of beads in the MOES

(Fig. 2h). The MOES and periodic polarization tex-

ture are described in Secs. 3 and 4. Figures 2f and 2g

show spontaneous coherence of excitons observed in the

MOES. It emerges at low temperatures, along with the

spatial order of exciton beads and the periodic polari-

zation texture.

We now discuss the measurements of the first-order

coherence function. We measured the emission inten-

sity I1 for arm 1 open, I2 for arm 2 open, and I12 for

both arms open, and calculated the interference pat-

tern Iinterf = [I12 − I1 − I2]/[2(I1I2)
1/2]. The first-or-

der coherence function g1(δr) is given by the amplitude

of the interference fringes Ainterf (δr) in “the ideal ex-

periment” with perfect spatial resolution. In practice,

the measured Ainterf (δr) is given by the convolution

of g1(δr) with the point-spread function (PSF) of the

optical system used in the experiment [28]. The PSF

width corresponds to the spatial resolution of the opti-

cal system (∼ 1.5 µm in our experiments).

The measurements of Ainterf (δx) in the polariza-

tion vortex and in the LBS center are presented in

Fig. 3a. In the hot LBS center, Ainterf quickly drops

with δx and the shape Ainterf (δx) fits well to the PSF,

which is shown by the blue line. In the polarization

vortex, g1(δx) extends to large δx, demonstrating spon-

taneous coherence. A fit to the experimental points

computed using a model described below is shown by

the black line (Fig. 3a).

Figures 3b and 3c demonstrate the relation between

the first-order coherence function g1(δx) and the parti-

cle distribution nq in the momentum space. Figure 3b

presents g1(δx) for a classical gas (blue dashed line)

and for a quantum gas (black dashed line); both curves

are for a spatially homogeneous gas of noninteracting

particles with a quadratic dispersion. Both gases are at

0.1 K; the occupation number of the q = 0 momentum

state (n0) is ≪ 1 for the classical gas, but is 5,000 for

the quantum gas. The convolution of these g1(δx) with

the PSF produces data shown as black and blue solid

lines, which respectively fit to Ainterf (δx) in the pola-

rization vortex and in the LBS center (Fig. 3a,b ). The

Fourier transform of g1(δx) in Fig. 3b gives the momen-

tum occupation factor nq shown in Fig. 3c. Figure 3b

and c illustrates that a classical gas is characterized

by a broad distribution in momentum space nq and a

narrow g1(δx), whereas a quantum gas is characterized

by a narrow nq and an extended g1(δx). For a classi-

cal gas, g1(δx) reduces substantially within λdB, which

scales ∝ T−1/2 and is about 0.5 µm at 0.1 K. The ex-

tension of g1(δx) well beyond λdB indicates a coherent

exciton state.

Figure 3a also illustrates why δx = 2 µm is selected

or mapping extended spontaneous coherence of exci-

tons. The shift δx = 2 µm is chosen to exceed both

λdB and the PSF width. At such δx, only weak co-

herence given by the PSF value at δx = 2 µm can be
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observed for a classical gas. The regions of enhanced

coherence exceeding such a background level reveal the

regions with spontaneous coherence of excitons.

We measured the exciton interference pattern at dif-

ferent δr to produce the spatial map of g1(δr) and,

in turn, ξ. Spontaneous coherence of IXs is observed

in the polarization vortices and in the macroscopically

ordered exciton state [29]. The coherence length in

these regions is much larger than in a classical gas,

ξ ≫ λdB, indicating a coherent state with a much-narr-

ower-than-classical exciton distribution in momentum

space, characteristic of a condensate. The observed co-

herence length in the polarization vortex exceeds λdB =

= 0.5 µm at 0.1 K by more than an order of magni-

tude [29]. The coherence length in the MOES is smaller

than in the polarization vortex. This may be related to

fluctuations of the exciton density wave in the external

ring. Such fluctuations are considered in Sec. 3.

3. FLUCTUATION AND

COMMENSURABILITY EFFECT OF THE

EXCITON DENSITY WAVE

A spatially ordered excitonic state in which the ex-

citon density undergoes modulational instability was

observed in [26]. This state, dubbed the macroscopi-

cally ordered exciton state (MOES), exhibits approxi-

mately periodic spatial modulation within an exciton

ring. The MOES forms when the IX gas is cooled be-

low a few Kelvin close to the temperature of quantum

degeneracy. The MOES occurrence initiated intensive

experimental [27, 29, 32, 41, 43, 44] and theoretical [67–

74]. The following MOES properties were revealed in

the experiments. (i) The IX coherence length ξ in the

MOES reaches microns [27, 29, 32], an order of mag-

nitude greater than in a classical exciton gas, showing

that the MOES is a condensate in momentum space.

This property was reviewed in Sec. 2. (ii) The MOES

forms in the external ring of the exciton pattern for-

mation [26]. The external ring itself forms on the in-

terface between the electron-rich and hole-rich regions

[43, 45, 75–77]. This interface is essential for the MOES

since no spontaneous density modulation is observed

in another exciton ring — the inner ring, which forms

due to IX transport and cooling, and where no such an

interface is involved [26, 42]. (iii) The MOES is charac-

terized by repulsive IX interaction [44]. This is consis-

tent with the predicted repulsive interaction between

the IXs [5, 78, 79], which are dipoles with a built-in

dipole moment ∼ ed, where d is the distance between

the electron and hole layers. Repulsive interaction re-

sults in a monotonous enhancement of the IX energy

with density [34] and forms a negative feedback to den-

sity fluctuations, thus acting against density modula-

tion. A positive feedback to density fluctuation lead-

ing to a spontaneous density modulation and consistent

with the measured properties of the MOES is needed

to explain the MOES origin. A search for a mecha-

nism responsible for the formation of the MOES had

led to a model attributing an instability to stimulated

processes of exciton formation at the interface between

the electron-rich and hole-rich regions that build up

near quantum degeneracy [68].

In this section, we overview the recently observed

fluctuations of the exciton density wave and the com-

mensurability effect. The fluctuations are suppressed

when the number ν of wavelengths of the exciton den-

sity wave confined between defects is an integer [41].

This phenomenon is presented in Fig. 4c. As is de-

tailed in what follows, the suppression of fluctuations

of the exciton density wave at integer ν is revealed by

pronounced maxima in the standard deviation of the

second-order correlation function for the IX emission

intensity profile along the exciton density wave between

defects. We also analyzed the stability of the exciton

density wave by numerical simulations and found the

commensurability effect within the model describing

the exciton density wave in terms of an instability due

to stimulated processes.

Previous studies have shown that increasing the

laser excitation power P leads to the increase in the

external ring radius due to the enhancement of the

hole source, while increasing the applied gate voltage

V leads to a decrease in the ring radius due to the en-

hancement of the electron source [43, 45, 75–77]. In this

section, we overview recent experiments where P and

V are varied simultaneously such that the ring radius

and position are kept constant [41]. The simultaneous

increase of P and V leads to the enhancement of both

electron and hole sources and, as a result, the exciton

density in the ring. Figure 5c shows that increasing

the exciton density leads to an increase in the MOES

wavelength λc. MOES beads are essentially equidis-

tant, forming an ordered array, while the bead inten-

sities vary from bead to bead (Fig. 5a,b,d). We refer

to such a quasiperiodic array as the excitonic density

wave. λc is controlled by P and V within the range

9–24 µm for the experiments in Fig. 5. λc up to 40 µm

were achieved for other ring radii set by other values

of P and V . Figure 5c also shows that increasing the

exciton density leads to an increase in the ring width

δr along with an increase in the MOES wavelength λc.

509



L. V. Butov ЖЭТФ, том 149, вып. 3, 2016

0 40 80

LBS 2

LBS 1

n = 6

n = 6

n = 5

n = 5

1

0

b
a

c

x, mm

0.9

0.02

0.03

1.0

1.1

〈 ( )〉g x
(2)

1.24 1.26 1.28
Gate voltage, V

sg
(2)

Fig. 4. (Color online) (a) The second-order correlation function g(2) for the IX emission intensity profile along the exciton density

wave between LBS 1 and LBS 2 of length L (shown in (b)) with averaging over 27 second data acquisition movie. The com-

mensurability numbers ν = L/λc are 7 (red) and 6.5 (black). (b) Images of the IX emission pattern are averaged over 27 s for

different ν. Left (right) image shows six (five) wavelengths of the exciton density wave between LBS 1 and LBS 2. (c) Standard
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The exciton pattern formation includes localized

bright spots (LBS), which are associated with de-

fects — electron current filaments in the sample [43].

Figure 6 shows that LBS beads are stable while MOES

beads fluctuate with time. Both these fluctuations

(Fig. 6c) and λc variation with density for a fixed

ring position (Fig. 5c) indicate that the exciton density

modulation in the MOES forms spontaneously rather

than due to the in-plane disorder.

The stability of LBS beads and fluctuations of

MOES beads (Fig. 6) show that the phase of the exciton

density wave is locked at LBS defects and fluctuates in

between them. Controlling the exciton density in the

ring (by varying P and V ) allows probing the fluctu-

ations of the exciton density wave for different ratios

between the MOES wavelength λc and the length L of

the ring segment between two LBS on the ring (such

as LBS 1 and LBS 2 in Fig. 4b ). The amplitude of the

fluctuations is small when the number of wavelengths of

the exciton density wave confined between the defects

ν = L/λc is an integer. In turn, fluctuations increase

for noninteger ν (compare Fig. 6c presenting large fluc-

tuations at noninteger ν with Fig. 6b presenting smaller

fluctuations at integer ν). The LBS bead positions are

stable for any ν in adjacent ring segments.

This commensurability effect is quantified in

Fig. 4c, which presents the standard deviation σg(2) of

the second-order correlation function

g(2)(x) =
〈I(x′)I(x′ + x)〉

〈I(x′)〉2

for the IX emission intensity profile I(x) along the ex-

citon density wave between LBS 1 and LBS 2. Appar-

ently, a stable periodic wave produces strong oscilla-

tions in the g(2)(x) correlation function with the dis-

tance between the maxima corresponding to the wave

period, while fluctuations of the wave smear out such

oscillations. Figure 4a shows that stronger oscillations

in g(2)(x) are observed at integer ν. In turn, σg(2) gives

a measure for the wave fluctuations: large values of

σg(2) correspond to a stable periodic wave, while small

values of σg(2) correspond to stronger fluctuations that

smear out the periodic wave structure. Figure 4c shows
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Fig. 6. (a) Position of an LBS bead and a MOES bead for (b) integer ν and (c) noninteger ν vs time. From [41]
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pronounced maxima in σg(2) indicating suppression of

the fluctuations of the exciton density wave at integer ν.

By developing a kinetic theory of the coupled elect-

ron–hole–exciton system, it has been shown that the

transition into a spatially modulated state could be

attributed to stimulated processes that build up near

quantum degeneracy [68]. The stimulated processes

provide a positive feedback for density fluctuation,

leading to spontaneous density modulation. This mech-

anism is consistent with the measured properties of

the MOES outlined at the beginning of Sec. 3: (i) the

MOES is a condensate in momentum space [27, 29, 32],

(ii) the MOES forms in the external ring on the in-

terface between the electron-rich and hole-rich regions

[43, 45, 75–77], and (iii) the MOES is characterized by

repulsive IX interaction [44].

The effects of commensurability on the stability of

the exciton density wave and their potential role on

fluctuations were addressed in Ref. [41]. Following

Ref. [68], the starting point of the analysis in Ref. [41]

relies on a transport theory involving a system of cou-

pled nonlinear diffusion equations for the electron, hole,

and exciton densities, with a local source for the holes

(at the laser excitation spot) and a distributed source

for electrons. In the steady state, the solution of these

transport equations predicts the development of a ring

of exciton density separating a hole-rich region within

the ring from an electron-rich region outside the ring

[43, 45, 75–77]. Further, by correlating the electron–ho-

le binding rate with the exciton density consistent

with the effects of stimulated processes that build near

quantum degeneracy, it was shown that there is a ty-

pe-II instability towards the development of a broken-

symmetry state in which the electron/hole and exci-

ton densities acquire a periodic modulation around the

ring [68].

To assess the potential for collective fluctuations

to drive the observed commensurability effect, the in-

fluence of spatial confinement on the stability of the

modulated state was investigated following continuous

changes in the value of a control parameter ζ [41]. For

changing values of ζ, the steady-state configurations

transit sequentially between configurations with inte-

ger values of ν. When the natural wavelength of the

instability translates to an integer ν, the wavelength in

the constrained ring geometry does not change within

large variations in ζ, indicating that the exciton den-

sity wave is stable against fluctuations. However, when

the natural wavelength translates to noninteger ν, the

wavelength changes dramatically with small variations

in ζ, indicating that the exciton density wave is unstab-

le, consistently with the commensurability effect.

Finally, the observed enhancement of both the

MOES wavelength λc and the ring width δr with den-

sity (Fig. 5c) is also consistent with the model. Indeed,

within the model, both λc and δr increase with the

diffusion length, which, in turn, increases with density

due to screening on the in-plane disorder.

The MOES is a state with spontaneously broken

symmetry involving a large number of excitons (∼ 106

in the ring segment between LBS 1 and LBS 2 in Fig. 4).

Earlier measurements described in Sec. 2 revealed that

the coherence length in the MOES is much larger than

in a classical exciton gas, identifying MOES as a quan-

tum boson gas [27, 29, 32]. However, the coherence

length in the MOES is limited by a few µm and is sig-

nificantly shorter than the MOES wavelength (λc ∼ few

tens of µm, see Fig. 5c). In contrast, the commensura-

bility effect presents a collective behavior of the entire

macroscopic system of IXs in the ring segment of the

length ∼ 100 µm containing several MOES wavelengths

(Fig. 4b ). This shows that the commensurability effect

is a collective phenomenon in quantum bosonic gases.

4. SPIN CURRENTS IN A COHERENT

EXCITON GAS

In this section, we overview the measurements of

long-range spin currents and spin textures in a cohe-

rent gas of IXs around the exciton rings [31]. The lat-

ter were presented in Secs. 2 and 3. The spin currents

result in the appearance of a variety of polarization pat-

terns, including helical patterns, four-leaf patterns, spi-

ral patterns, bell-like patterns, and periodic patterns.

The long-range spin currents are based on a new mecha-

nism for suppression of spin relaxation: the formation

of a coherent gas of boson pairs, IXs, which produces

a strong enhancement of electron and hole spin relaxa-

tion times.

The condensation of IXs was predicted to cause

the suppression of exciton scattering [17]. The cohe-

rent transport of IXs over macroscopic lengths ∼ ξ [29]

(Sec. 2) shows the suppression of exciton scattering in

the IX condensate observed in the experiments. The

suppression of scattering results in the suppression of

the Dyakonov–Perel and Elliott–Yafet mechanisms of

spin relaxation [80]. Furthermore, the spatial sepa-

ration between an electron and a hole suppresses the

Bir–Aronov–Pikus mechanism of spin relaxation for

IXs [46, 81]. The suppression of these spin relaxation

mechanisms results in a strong enhancement of the spin

relaxation time in a condensate of IXs. While the
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spin relaxation times of free fermions — electrons and

holes — can be short [81], the formation of a coher-

ent gas of their bosonic pairs, IXs, results in a strong

enhancement of their spin relaxation times, facilitating

long-range spin currents.

The exciton polarization currents and associated

spin textures are revealed by the polarization pattern

of the emitted light measured by polarization-resolved

imaging (Fig. 7c,d). The photoexcitation in these

experiments was nonresonant and spatially separated

such that the exciton polarization was not induced by

the pumping light.

The IXs in a GaAs CQW may have four spin pro-

jections on the z direction normal to the CQW plane:

Jz = −2, −1, +1, +2. The states with Jz = −1 and +1

contribute to left- and right-circularly polarized emis-

sion and their coherent superposition to linearly pola-

rized emission, whereas the states Jz = −2 and +2 are

dark [81]. The electron and hole spin projections on

the z axis are given by Jz, while in-plane projections of

the electron and hole spins can be deduced from the ex-

citon spin density matrix, which can be obtained from

the measured polarization pattern [31].

The observed polarization patterns are qualitatively

similar for both sources of cold excitons, the external

ring and the LBS ring. The LBS ring is close to a

model radially symmetric source of IXs with a diver-

gent (hedgehog) momentum distribution (Fig. 7a). All

LBS rings in the emission pattern show similar spin

textures (Figs. 7c,d).

The binding energy released at the exciton forma-

tion in the rings and the current filament at the LBS

center heat the exciton gas. The former heating source

depletes the exciton condensate in the rings (Fig. 2g).

The latter is so strong that the exciton gas is classical

in the LBS ring center (Fig. 2c). The IXs cool down

with increasing the distance r from the heating sources

such that they can approach the condensation tempe-

rature at r = r0 where the condensation is detected by

an enhancement of the IX coherence length well beyond

its classical value [29] (Fig. 2c,g, Sec. 2).

A ring of linear polarization is observed around the

LBS center (Figs. 2d and 7c). This ring is observed

in the region r < r0, where the IX gas is classical

(Fig. 2c,d). The linear polarization originates from the

thermal distribution of IXs over the linearly polarized

IX states. Heating the exciton gas by the current fila-

ment reduces the polarization degree in the LBS center

and, as a result, leads to the appearance of a ring of

linear polarization. No such polarization reduction is

observed in the MOES bead centers, which is consis-

tent with the absence of heating by current filaments

in the external ring area (Figs. 2h, 7c).

A helical exciton polarization texture that winds by

2π around the origin emerges in the LBS area at r > r0
where the condensate forms (Figs. 2c,d, 7c). The IXs

are generated in the LBS ring and travel out of the

LBS origin (Fig. 7a). The exciton polarization is per-

5 ЖЭТФ, вып. 3
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Fig. 8. (a) The amplitude of variation of the linear polarization of IX emission Plin, (b) the interference visibility Ainterf for

δx = 2 µm, and (c) the amplitude of variation of the circular polarization of IX emission Pσ in the vortex of linear polarization

vs temperature. From [31]

pendicular to the exciton momentum. This produces

a vortex of linear polarization. It emerges in concert

with spontaneous coherence below the critical tempe-

rature (Fig. 8). The observed IX polarization currents

are associated with spin currents carried by electrons

and holes bound into IXs as is detailed below.

Applied magnetic fields bend the spin current tra-

jectories, creating spiral patterns of linear polarization

around the origin (Fig. 9a,b ). The spiral direction of

the exciton polarization current clearly deviates from

the radial direction of the exciton density current. The

control of the polarization patterns by a magnetic field

shows that they are associated with spin.

Regular patterns are also observed in circular pola-

rization (Fig. 7d). An LBS source of excitons generates

a four-leaf pattern of circular polarization (Figs. 7d,

9c). This pattern vanishes with increasing the tempera-

ture (Fig. 8). An applied magnetic field transforms the

four-leaf pattern of circular polarization to a bell-like

pattern with a strong circular polarization in the cen-

ter and polarization inversion a few micrometers away

from the center (Fig. 9c,d).

Polarization patterns are also observed in the exter-

nal ring region (Fig. 7c,d). At low temperatures, the

MOES forms in the external ring. The MOES is char-

acterized by a spatially ordered array of higher-density

beads and is a condensate in momentum space [29]

(Secs. 2 and 3). The polarization texture in the ex-

ternal ring region appears as a superposition of the po-

larization textures produced by the MOES beads, with

each being similar to the texture produced by an LBS.

A periodic array of beads in the MOES (Fig. 7b) creates

periodic polarization textures (Fig. 7c,d). The periodic

polarization textures in the external ring region vanish

above the critical temperature of the MOES [29].

The observed exciton polarization textures asso-

ciated with the long-range spin currents carried by elec-

trons and holes bound into bright and dark IX states

are described by a theoretical model based on ballis-

tic IX transport out of the LBS origin and coherent

precession of spins of electrons and holes [31]. The for-

mer originates from the suppression of scattering and

the latter from the suppression of spin relaxation in

the condensate of IXs. The states with different spins

are split due to the splitting of linearly polarized ex-

citon states and spin–orbit (SO) interaction, which is

described by the Dresselhaus Hamiltonian [82–84]. Ex-

citon propagation out of the origin governed by this

Hamiltonian results in the appearance of a vortex of

linear polarization with the polarization perpendicular

to the radial direction and a four-leaf pattern of circular

polarization in B = 0, as well as spiral patterns of lin-

ear polarization and bell-like-with-inversion patterns of

circular polarization in finite magnetic fields, qualita-

tively reproducing the main features of the experiment

for both linear (Fig. 9a,b) and circular (Fig. 9c,d) po-

larizations [31].

This model describes the exciton polarization cur-

rents and allows deducing the spin currents carried by

electrons and holes bound to excitons. It shows that

both the electron and hole spin tend to align along the

effective magnetic fields given by the Dresselhaus SO

interaction [31].

5. EXCITONIC DEVICES

The IXs have a built-in dipole moment ed, where

d is the separation between the electron and hole lay-

ers. For IXs in a CQW, d is close to the distance be-
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tween the QW centers. The built-in dipole moment

allows controlling IXs by voltage: an electric field Fz

perpendicular to the QW plane results in the IX shift

E = −edFz [85]. This allows creating in-plane poten-

tial landscapes for IXs, E(x, y) = −edFz(x, y). Advan-

tages of electrostatically created potential landscapes

include the opportunity to realize a desired potential

profile and control it in situ by voltage. IXs were stud-

ied in various electrostatically created potential land-

scapes including ramps [47, 48], lattices [49–51], con-

veyers and stirring potentials [52, 53], traps [30, 54–63],

and circuit devices [65]. We note that in-plane elec-

tric field Fr present near the electrode edges can lead

to IX dissociation. Therefore, the CQW layers in our

excitonic devices were positioned closer to the homo-

geneous bottom electrode. This design suppresses Fr,

making the field-induced IX dissociation negligible [55].

5.1. Condensation of excitons in a trap

The confinement of atomic gases in traps has led

to the realization of Bose–Einstein condensation of

atoms [2, 3]. The detection of spontaneous coherence

is a direct experimental measurement of condensation

(Sec. 2). In this section, we overview the measurements

of condensation and spontaneous coherence of IXs con-

fined in an electrostatic trap [30]. In this work, we

realized an electrostatic trap for IXs using a diamond-

shaped electrode (Fig. 10a). Because a thinner elec-

trode produces a smaller Fz due to the field divergence

near the electrode edges, the diamond trap creates a

confining potential with the IX energy gradually re-

ducing toward the trap center (Fig. 10b,c) [30]. The

excitons were generated by a 633 nm HeNe laser. The

excitation beam was focused to a spot ∼ 5 µm in dia-
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meter on a side of the trap (Fig. 10a,b ). This excitation

scheme allows further cooling the photoexcited excitons

when they travel toward the trap center, thus facilita-

ting the realization of a cold IX gas in the trap. The

first-order coherence function g1(δx) was measured by

shift interferometry described in Sec. 2.

Figure 10d presents the temperature dependence of

the IX emission pattern. At high temperatures, the IX

cloud spreads over the trap, resulting in a broad spatial

profile of the IX emission. With decreasing the tempe-

rature, IXs collect at the trap center (Fig. 10d). Studies

of atoms in traps also show the collection of atoms at

the trap center with lowering temperature due to the

reduction of the thermal spreading of atoms over the

trap and, eventually, condensation of atoms [2, 3].

To determine if IX condensation is realized in the

trap, we performed shift-interferometry measurements.

Figure 10e presents the amplitude of the interference

fringes Ainterf (δx) for different temperatures. The spa-

tial extension of Ainterf (δx) is characterized by a coher-

ence length ξ at which the interference visibility drops

by e times. A strong enhancement of the IX cohe-

rence length is observed at low temperatures (Fig. 10f).

While ξ is considerably smaller than the IX cloud width

at high temperatures, the entire IX cloud becomes co-

herent at low temperatures (Fig. 10d–f).

In these experiments, the laser excitation energy ex-

ceeds the exciton energy by about 400 meV and the

laser excitation spot is spatially separated from the in-

terfering excitons. Therefore, the coherence studied in

the IX gas is spontaneous coherence; it is not induced

by coherence of the laser excitation. As discussed in

Sec. 2, the coherence of an exciton gas is imprinted

on the coherence of emission, which is described by

the first-order coherence function g1(δx). In turn, this

function is given by the amplitude of the interference

fringes Ainterf (δx) in “the ideal experiment” with per-

fect spatial resolution. In real experiments, the mea-

sured Ainterf (δx) is given by the convolution of g1(δx)

with the PSF of the optical system used in the experi-

ment [28].

For both a classical gas and a quantum gas, g1(δx)

is close to 1 at δx = 0 and drops with increasing δx

within the coherence length ξ. For a classical gas, ξcl is

close to the thermal de Broglie wavelength λdB , which

is well below the PSF width in the studied tempera-

ture range (ξcl < ξcl@0.1K ∼ 0.5 µm, the PSF width is

∼ 2 µm). Therefore, for a classical gas at temperatures

above 4 K, the measured ξ is given by the PSF width

(Fig. 10e,f).

In contrast, for a condensate, the coherence length

becomes much longer than the thermal de Broglie wave-

length and reaches the size of the exciton cloud in the

trap, such that the entire exciton cloud becomes cohe-

rent. This signature of Bose–Einstein condensation is

observed at the lowest temperatures in the experiment

(Fig. 10d–f). The measured transition temperature is

∼ 2 K (Fig. 10f). Rough estimates of the temperature

of the IX BEC in the trap are close to 2 K [30], while

accurate estimates form the subject for future works.

5.2. Exciton localization–delocalization

transitions in lattices and random potentials

Transport of particles in periodic potentials is a

basic problem that concerns a variety of systems ex-
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tending from condensed-matter systems with electrons

in ion lattices to engineered systems such as pho-

tons in photon crystals and cold atoms in optical

lattices. The particle localization and localization–

delocalization transition (LDT) are among the basic

transport phenomena. Particular cases of the LDT —

the metal–insulator and superfluid–insulator transi-

tions — have been studied for electrons, photons, and

cold atoms both in lattices and in random poten-

tials [86–89].

In this section, we overview the measurements of

IXs in electrostatic lattices [50]. In this system, as for

cold atoms in lattices, parameters of both the lattice

(e. g., the lattice amplitude) and the particles (e. g.,

the exciton density) can be controlled. Due to their

long lifetimes, IXs can travel over large distances be-

fore recombining, which gives an opportunity to study

exciton transport by imaging IX emission. The lattice

potential for the IX E(x) was created by interdigitated

gates. Base voltage realized the indirect regime where

the IXs are lower in energy than direct excitons, while

a voltage modulation ∆V controlled the lattice ampli-

tude [50]. An example of the calculated (unscreened)

E(x) is shown in Fig. 11a. The potential modulation

is nearly sinusoidal, the lattice amplitude is controlled

by ∆V , and the lattice period is determined by the

electrode dimensions. The IX cloud extension is mea-

sured by IX emission imaging, an example is shown in

Fig. 11b. The IX density is controlled by the excitation

power P . At low P , the IX cloud profile essentially

coincides with the laser excitation spot. This indicates

that IXs do not travel beyond the excitation spot; i. e.,

they are localized. On the contrary, at high P , the

IXs spread beyond the excitation spot, indicating that

they are delocalized. The LDT with increasing the IX

density is observed both without [26, 42] and with [50]

the lattice. At the LDT, the exciton cloud starts to

spread beyond the excitation spot, and the cloud ex-

tension changes from P -independent to increasing with

P . The IX transport in the y direction along the linear

lattice is only weakly affected by the lattice.

The IX energy increases with density due to the re-

pulsive IX interaction. At large lattice amplitudes, the

LDT occurs when the IX interaction energy is close to

the lattice amplitude: ~∆ωLDT ≈ Elattice (Fig. 11c).

At the vanishing lattice amplitude, the LDT occurs

when the IX interaction energy is close to the ampli-

tude of the random potential Erand due to disorder.

The latter forms mainly due to the QW width and al-

loy fluctuations in the structure.

We attribute the observed LDT to the interac-

tion-induced percolation of the IX gas through the to-

tal external potential Etot(r), which is the sum of the

periodic lattice potential Elattice(x) and the random

potential Erand(r). If the local exciton density n(r) is

low, IXs are concentrated in the minima of the poten-

tial Etot(r). As a result, the exciton transport from one

potential minimum to the next via thermal activation

or quantum tunneling is exponentially slow. As the IX

average density increases and reaches a certain thresh-

old — “percolation point” — the potential is screened

by the interacting IXs, which permits a faster exciton

transport, i. e., the observed delocalization. This sce-

nario naturally leads to ~∆ωLDT ≈ Etot, which reduces

to ~∆ωLDT ≈ Elattice and ~∆ωLDT ≈ Erand for large

and small lattice amplitude, respectively [50].
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A similar LDT was observed for IXs in two-dimen-

sional electrostatic lattices [51]. Two-dimensional elect-

rostatic lattices were realized using patterned interdigi-

tated electrodes. This method allows creating a variety

of artificial lattices, which can be controlled in situ: lat-

tice structure is set by the electrode pattern, and the

depth of the lattice potential is controlled by applied

voltages [51].

We also observed a dynamic localization–deloca-

lization transition (DLDT) for IXs in moving lattices —

conveyers [52]. The conveyers for IXs were created by

a set of ac voltages applied to the electrodes on the

sample surface. The wavelength of this moving lat-

tice is set by the electrode periodicity, the amplitude

is controlled by the applied voltage, and the velocity

is controlled by the ac frequency. The excitonic con-

veyer realizes controlled transport of excitons as CCDs

realize controlled transport of electrons. For a shal-

low conveyer, the IXs do not follow the moving lattice,

i. e., are dynamically delocalized in the lattice. In con-

trast, at higher conveyer amplitudes, IXs are moved

by the moving lattice, i. e., are dynamically localized

in the lattice. At the DLDT, the exciton cloud starts

to follow the conveyer. We studied the DLDT depen-

dence on the IX density and the conveyer amplitude

and velocity [52]. As in the case of the LDT in static

lattices [50, 51], the origin of DLDT in moving lattices

is associated with screening by interacting IXs of the

disorder and lattice potentials, which, in the conveyer

case, are static and moving, respectively [52]. A similar

DLDT was observed in stirring potentials for IXs [53].

The lattice potential causes periodic modulations of

the IX emission energy and intensity. These modula-

tions were used in Ref. [50] to estimate correlations in

the IX system. The estimates show that correlations

result in a substantial reduction of the IX repulsive in-

teraction in comparison to the mean-field Hartree ap-

proximation. The lattices provide a tool for experimen-

tal studies of correlations, which is a subject for future

works.

6. SUMMARY

In this contribution, we briefly overview our studies

of collective phenomena in cold indirect excitons over

the past decade, presenting spontaneous coherence and

condensation of excitons, spatially modulated exciton

state, long-range spin currents and spin textures, and

exciton localization–delocalization transitions.
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