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Fracture of GdIG sub1attices near Tc is studied by means of the Faraday magneto-optical effect. A 
transverse experimental geometry is used, in which the light-propagation vector k is perpendicular to H. 
The coexistence of noncolJinear equivalent magnetic structures (magnetic twins) is observed visually. The 
magnetic diagrams of the GdIG states are plotted on the basis of the observations for the cases H II [100] 
and H II [111]. They are in satisfactory agreement with calculations performed within the framework of the 
molecular-field approximation with allowance for the GdIG three-sublattice structure and cubic anisotropy. 
It is suggested that the tail observed on the <1>( T) curve with increasing distance from the phase-transition 
line in the case of H II [100] is due to microscopic defects of the sample and is similar to the tail of the 
technical-magnetization curve at saturation. 

PACS numbers: 75.25.+z, 75.30.Gw, 78.20.Ls 

A sufficiently strong field applied to a collinear ferri­
magnet upsets the parallelism of its sublattices (seeU ], 

where references to earlier work are given). For a 
number of reasons (stratification near first-order 
phase transitions, the presence of several equivalent 
directions), the resultant noncollinear structure cannot 
be homogeneous. Visual observation of an inhomo­
geneous noncollinear magnetic structure of rare-earth 
iron garnets was reported in[2-5]. The results of the 
investigation of the stratification of the magnetic phases 
in the vicinities of first-order orientational transitions 
in gadolinium iron garnets were discussed in[4,5]. In 
this paper we investigate the twinning of the field-in­
duced magnetic noncollinear structure of a gadolinium 
iron garnet when the magnetic field is ordered along 
its high-order symmetry axes. 
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METHODOLOGICAL REMARKS 

The experimental method used was based on the mag­
neto-optical rotation of the polarization plane whereby, 
owing to the significantly different partial contributions 
of the individual sublattices of the GdIG, it becomes 
possible to determine the angle between the magnetic 
moment of the optically active sublattice and the light­
propagation direction. We used a transverse experi­
mental geometry, in which the light-propagation direc­
tion k was perpendicular to the magnetic field H. At 
the employed field strengths, the angles between the 
magnetic moments of the a and d sub lattices differ very 
little from 1800 , and, neglecting the small contribu­
tions to the Faraday rotation of the GdlG, we can 
write 
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FIG. 1. Characteristic domains pictures observed in gado­
linium iron garnet plates at temperatures close to Tc' The 
magnetic field is directed along the advanced plane of the 
plate. a) Sample with mechanically polished surfaces: 1-T 
=278.2K, 2-278.8K, 3-279.9K; Tc 279.5°K, H=14kOe. 
b) Sample cut from crystal with noticeable growth traces, 
surfaces mechanically polished: I-T=284.0 K, 2-283.7 K; 
Tc'" 282°K, H= 14.3 kOe. c) Heat-treated sample with chem­
ically polished surfaces: 1-T=278.4 K, 2-280.3 K, 
3-280.7K; Tc "'279.5°K, H=13.8kOe. 

«D=«D. sin B cos cp, 

where cJ>o is the spontaneous rotation, 8'" 8.'" 8, is the 
angle between the directions of the magnetic moment 
of the iron (a or d) sublattice and the collinear (Mi II H) 
and canted phases, and cp is the azimuthal angle reck­
oned from the xllk axis. The transverse geometry 
makes it possible to distinguish between energywise 
equivalent magnetic states characterized by the same 
rotation angles of the sub lattice moments relative to 
the vector H, but by different azimuthal angles of the 
moments. 

The usual optical scheme for the observation of mag­
netic domains with the aid of the Faraday effect was 
supplemented with a recording system in which the 
light beam was modulated in the polarization plane. A 
mirror -diaphragm with dimensions corresponding to 
the a sample region of approximate diameter 75 JJ. was 
placed in the image plane. The light which did not pass 
through the diaphragm was reflected from the mirror 
and passed through an analyzer into an eyepiece with 
which it was possible, simultaneously with the mea­
surements, to monitor visually the pOSition of the dia­
phragm relative to the domain image. For the visual 
observation we used the white light of an incandescent 
lamp; its advantage over monochromatic light was that 
the dispersion curves of the absorption and of the 
Faraday rotation were different. Competition between 
these two properties leads to the appearance of a col­
ored domain picture. The domain color depends on the 
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angle between the vectors M. and k and on the analyzer 
positions. The color hues are of great help in the 
visual identification and tracing the behavior of the do­
mains of the various magnetic phases. 

The gadolinium iron garnet samples were cut in the 
form of plates oriented in the (110) plane. After me­
chanical pOlishing, the plate thickness ranged from 30 
to 50 JJ.. The plates were annealed in an oxygen atmo­
sphere at 1000-1100 °C and were chemically polished 
in orthophosphoric acid. The sample was freely placed 
in a copper capsule placed inside a cell with the heat­
exchange gas; the capsule could be rotated about the 
horizontal axis (II k and 1 H) and the vertical axis (lk, 
1 H). The directions of the crystallographic axes were 
determined by x-ray diffraction. In addition, further 
adjustment and monitoring were effected by observing 
the walls of the ordinary magnetic domains far from Tc 
at low field intensities (up to 100 Oe), and also by at­
taining symmetry of the Faraday rotation relative to 
small rotations of the sample, under the condition that 
the latter is in a noncollinear state (near the boundary 
between existence of the collinear and canted phases). 
The adjustment error did not exceed 1_20. 

The sample temperature could be maintained constant 
accurate to ± O. 01 0 K or varied smoothly at rates from 
10-3 to 10-2 OK/sec in the interval from 200 to 350 OK. 
To measure the temperature we used copper-constan­
tan thermocouples. The absolute measurement error 
is estimated by us at about 0.2 OK. The temperature 
gradient at the sample was monitored by various means 
and did not exceed 0.01 °K/mm. To prevent heating of 
the sample by light, the thickness of the thermal filter 
was chosen such that its further increase did not in­
fluence the domain configuration in all the investigated 
intervals of the magnetic field and temperatures. 

EXPERIMENTAL RESULTS 

Visual observations in polarized light have shown that 
a gadolinium iron garnet sample placed in a magnetic 
field becomes magnetically-inhomogeneous when its 
temperature approaches the magnetic-compensation 
temperature. The position of the boundaries of the in­
homogeneous-state region depend somewhat on the ori­
entation of the magnetic field relative to the crystallo­
graphic directions. The temperature interval of the 
existence of the domain structure increases with in­
creasing field intensity, starting with fields of several 
kOe. At H = 14 kOe, this interval is approximately 3 OK. 
The form of the domain picture depends essentially on 
the surface state of the sample, its thermal prior his­
tory, and the growth conditions. 

Figure 1 shows photographs of the observed charac­
teristic domain pictures of certain samples. In the 
mechanically-polished surfaces (Fig. 1a) the domains 
usually appear near the surface defects. Samples cut 
from crystals with noticeable growth directions are 
characterized by a strip domain structure with strips 
parallel to growth traces (Fig. 1b). The domain pic­
ture of the chemically polished samples varied with 
time over one month. 
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FIG. 2. Faraday rotation in a sample section of 75 ~ diam­
eter in foHowing cases: a) direction of H is close to the [100J 
axis, b) direction of H is close to the [111J axis. In both 
cases H = 13.8 kOe. 

Although the observed domain pictures were different, 
the temperature intervals within which the magnetic 
state is inhomogeneous changed little from sample to 
sample. This Circumstance, together with the high 
sensitivity of the form of the domain picture to the ori­
entation of the magnetic field, and also the existence of 
well pronounced easily mobile domain walls offer evi­
dence that the formation of the domain structure is due 
to the appearance, near T c' of several energywise sta­
ble magnetic states, and is connected to a much lesser 
degree with the inhomogeneity of the compensation tem­
perature over the sample. 

The investigated samples contained at times blocks 
characterized by values of T c different from the com­
pensation temperature of the remainder of the sample 
by several tenths of a degree OK. These are not notice­
able in the domain structure of a chemically polished 
sample far from T c' but in the immediate vicinity of T c 

and in the presence of a magnetic field the blocks are 
clearly pronounced. The results reported below per-
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tain either to samples with many blocks or to individual 
blocks. 

The observed domain pictures are quite difficult to 
identify, owing to the presence of domain walls parallel 
to the advanced surface of the sample. Slight devia­
tions of the vector H from a high-symmetry axis de­
creases the number of parallel walls, and at an inclina­
tion angle of about 3° the domains already penetrate all 
the way through the sample. By using a recording sys­
tem that makes it possible to measure the rotation of 
the light polarization plane in small sections of the 
sample, it was possible to determine the projection of 
the resultant magnetic moment of the iron sub lattices 
on the light-propagation direction in the individual do­
mains (the directions of the vectors M.t, - M", and 
M = Ma + M.t can be assumed to coincide, since the kink 
angle of the iron sub lattices does not exceed several 
tenths of a degree at the employed field intenSities). By 
rotating the sample through a small angle about an axis 
perpendicular to the vectors k and H and by measuring 
the Faraday rotation of one and the same domain, and 
also by taking into account the GdIG cubic symmetry, 
we were able to determine the polar and azimuthal 
angles of the vector M. 

Figure 2 illustrates the change of the Faraday rota­
tion of a small section of the sample, with apprOximate 
diameter 75 11, when domains of various types pass 
through it and the temperature is varied, for two ori­
entations of H. The insert of Fig. 2 (see also the in­
serts of Figs. 5 and 7 below), the numbers 1, ... , 8 
denote the easy-magnetization directions of the type 
[111]. Small rotations of the sample about the vertical 
axis produce oppositely directed changes in the Fara­
day rotation of the different domains, which produce 
identical rotations of the plane of the polarization when 
H is exactly oriented along [100] or [111] and lead to a 
more distinct delineation of the domains, especially 
when H is close to [100] (Fig. 2a). The directions of 
the magnetic moments of th~ sublattices in the chosen 
domain do not remain constant when the temperature or 
the field changes. 

Different values of Hand T correspond to different 
orientations of M in a domain of the same type; and in 
this case M" and M.t lie closer to one of the easy direc­
tions, but do not coincide with it. To emphasize this 
circumstance, the different domain types are numbered 
1', ... , 8'. Thus for example, in the domain of type l' 
the easy direction closest to M" is the direction 1, and 
the angle between M" and the direction 1 changes with 
changing H or T. 

In the case when H makes a certain angle a with the 
high-symmetry axis [100] or [111], the directions of 
M" differ, naturally, at the same values of H and T, 
from the directions of M" in the case of strict orienta­
tion. Emphasizing this circumstance we label the do­
mains in the case a'" 0 by 1", .•. , 8". In the domain 
of type 1", M" makes the smallest angle with the direc­
tion 1, but at the same external parameters H and T 
the orientation of M" differs in this case from the orien": 
tation of M" in the domains l' if the field is exactly 
oriented. 
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FIG. 3. Temperature deper,dences of the Faraday rotation of 
GdIG near the temperatures at which canted magnetic struc­
tures appear. The [100] direction makes an approximate angle 
0.50 with the vector Hl.k; Tl and Tl are the temperatures at 
which Faraday rotation comparable with the noise signals ap­
pears, while T2 and T2 are the temperatures at which magnetic 
twins can be visually observed. 

By identifying all the domain types it becomes pos­
sible to trace visually the positions of their boundaries, 
owing to the different color hues of the individual do­
mains and of their overlap regions. By fixing the in­
stants of the appearance and of the vanishing of do­
mains of a definite type, we can delineate in the H-T 
plane the region of the existence of a given magnetic 
state. We consider below the field orientations 
H II [100] and H \I [111]. 

1) H II [100]. In this case the transition from the col­
linear to the canted state is smooth, and only the 
presence of four equivalent planes can lead to the for­
mation of an inhomogeneous state. Furthermore, in a 
narrow temperature interval, at field intensities lower 
than critical, first-order phase transitions take place 
between the noncollinear states, and additional strati­
fication of the sample is possible. [4,5J 

A characteristic feature of the case H II [100] is the 
presence of a homogeneous smooth rotation of the mag­
netic moments of the sublattices, preceding the appear­
ance of the domains. At the most accurately possible 
setting of the field in the (110) plane of the sample, the 
smooth rotation remains unnoticed down all the way to 
the temperature at which the domains occur. It ap­
pears that this rotation takes place in the sample plane. 
A deviation of the field direction from the sample 
plane through a small angle (less than 0.5 0

) throws the 
magnetic moments over into another plane and the ro­
tation becomes visible. The sign of the rotation de­
pends on the direction of the deviation of the (110) plane 
from the vector H. Although the Faraday as a result 
of the sub lattice rotation is noticeable when T c is ap­
proached, starting with the temperatures T 1 and T: 
(Fig. 3), magnetic twins are observed only within the 
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temperature interval TaT~, which is much narrower 
than the interval TiT:. Figure 3 shows sections of the 
temperature dependences of the Faraday rotation cor­
responding to the appearance of the canted states in 
GdIG. The figure indicates also the temperatures Ta 
and T~ at which the already formed magnetic twins are 
visually observable. 

The appearance and development of the domain struc­
ture are illustrated in Fig. 4. The angle between the 
analyzer and the polarizer differs somewhat from 900 • 

The twin formation is noticeable on photographs 1 and 
2, viz., the smeared and weak spots on photograph 1 
give way to well formed twins in photograph 2, with 
well defined boundary. As the temperature approaches 
T c further, it becomes possible to identify the temper­
ature at which a distinct domain structure appears. 
Photographs 3-5 show already large twins, penetrating 
through the entire sample, of type 3' (dark) and l' 

FIG. 4. Field-induced magnetic twins in GdIG near Tc at 
H= 14.1 kOe close to [100] in direction; temperature (in OK): 
1--275.21; 2--276.45; 3--277.92; 4--278.26; 5--278.82; 
6--279.13; 7--279.62; 8--279.75; 9--279.92; 10--280.05; 
11--280.29; 12--280.65; 13--280.73; 14--280.87; 15--282.25. 
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FIG. 5. Diagram of magnetic states of OdIO at Htl [100]. The 
regions between lines A and B and lines A' and B' are the re­
gions of approach to the collinear states; lines B and B' are 
the calculated lines of phase transitions between the collinear 
and canted states; the regions bounded by lines B', C' and B, 
C are the region~ of formation of magnetic twins with equiva­
lent magnetic structures; the region bounded by lines D and 
D' is the region of aoexistence of nonequivalent magnetic 
structures. 

(light), Photos 7-9 show clearly the appearance and the 
growth of a new magnetic phase (domain of type 7') and 
the vanishing of the fQrmer state 1'. The growth of the 
domain of type 5' is see I). in photos 10-15. With further 
temperature rise, a smooth and uniform rotation of the 
domains toward the direction of H is observed. Many 
photographs show in the upper part of the sample a sec­
tion with immobile boundaries-a block with a somewhat 
different compensation temperature. The instants of 
the appearance and of the vanishing of the domains are 
shifted in temperature in this block in comparison with 
remainder of the sample. 

By determining the temperatures at which various 
types of domains appear and vanish, we can plot the 
phase diagram shown in Fig. 5. The dashed lines A and 
A' show the boundaries of the region within which the 
canted states are realized. The region of the existence 
of clearly pronounced domains that penetrate frequently 
through the entire sample, of the type 1', 2', 3', 4' and 
5', 6', 7', 8', is bounded respectively by the lines C', 
D and C, D'. The lines D and D' separate the region 
of existence of nonequivalent magnetic states of the 
type 1', 2', 3', 4' and 5', 6', 7', 8'. The triangles in 
the figure show the temp~ratures T2 and T~ at which the 
just formed magnetic twins become noticeable. The 
solid lines B and 8' drawn near theSe pOints are the 
calculated curves of the second-order phase transi­
tions from the collinear to the canted states. 

2) H 11[111]. In. contrast to the preceding case of field 
orientation, if H 11[111] there is no smooth rotation of 
the sublattices. The process of the reorientation of the 
moments begins with the appearance of domains in 
which the directions of the sublattice moments are close 
to the directions of the equivalent easy axes 2, 3, and 
4. The temperature interval in which the interdomain 
walls are formed is practically nonexistent. The 
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evolution of the domain picture with changing tempera­
ture is shown in Fig. 6. In photo 1 the sample is still 
homogeneous, photos 2 and 3 show a light noncollinear 
twin (magnetic moments M,. near the direction 2) and 
a dark one (moments near direction 3), as well as a 
section with collinear arrangement of the magnetic mo­
ments (gray region of the sample). The canted phases 
appear in the form of narrow strips and wedges directed 
along [111]. The replacements of the low-temperature 
canted structures by high-temperature ones (photo 7) 
and the replacement of the canted structures by a col­
linear one (photos 11-14) proceed in similar manner. 

The diagram of state constructed as a result of the 
visual observations is shown in Fig. 7. The numbers 
next to the curves correspond to the types of the ap­
pearing or vanislting domains. The dashed lines show 
the calculated stability limits of the canted structures. 

Figure 8 illustrates the onset of a homogeneous mag-

FIG. 6. Field-induced magnetic twins inGdIG near T" at 
H=14.1 kOe close in direction to [111]. Temperature (in oK): 
1-277.47; 2-277.98; 3-278.28; 4-278.54; 5-278.67; 
6-279.03; 7-279.51; 8-279.72; 9-280.11; 10-280.37; 
11-280.56; 12-280.69; 13-280.85; 14-281. 03; 15-281. 98. 
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FIG. 7. Diagram of magnetic states of GdIG at H II [111]. The 
numbers at the solid curves correspond to the types of the 
appearing or vanishing domains. The dashed lines are the 
calculated stability limits of the canted structures. 

netic structure under the influence of a magnetic field at 
a constant temperature. The magnetic field first mag­
netizes the sample homogeneously (photo 2), and then 
(photos 3, 4), inducing a noncollinear structure, the 
magnetic field leads to the formation of twins and to 
the coexistence of phases. The collinear phase is ob­
served in the form of horizontal strips. 

The change in the relative volume of the coexisting 
phases and the equivalent structure proceeds via jump­
wise as well as smooth motion of the walls. The do­
main walls between the equivalent structures are fre­
quently observed (Fig. 9, photo 1), and have a width 
on the order of 1 JJ.. In some cases the walls between 

FIG. 8. Onset of a magnetically inhomogeneous state under 
the influence of a magnetic field at a constant temperature 
close to Tc; T=280.9°K. field intensity (kOe): 1-0.7,2-7.9, 
3--11.3, 4-14.3. 
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]~ 
FIG. 9. Boundaries between magnetic twins in a (100) GdIG 
plate; the polarizers are crossed. Photo 1: H II [100]. H = 14.1 
kOe. T "'280. 6 OK; boundary between magnetic twins of type 
5' and 7'. Photos 2-4: HII [111], H=14.1 kOe. the tempera­
ture changes uniformly from 280.21 to 280.37 OK; boundaries 
between the magnetic twins of type 5' and 7'. dark regions­
twins of type 6' • 

the twins can serve as nuclei for the formation of a new 
phase. Photos 2-4 of Fig. 9 illustrate the transforma­
tion of a domain wall into a layer, and then into a do­
main of a new phase. The dark sections on photos 3 
and 4 constitute domains in which the magnetic mo­
ments lie in the plane of the sample. 

DISCUSSION 

It follows from the visual observations that in the 
region of the existence of the noncollinear structure 
the sample becomes magnetically inhomogeneous and 
breaks up into sections with energywise equivalent mag­
netic structures that differ only in the azimuthal angles 
of the magnetic moments, at one and the same angle 
between the magnetic moment and the vector H, and at 
identical resultant magnetic moments. The twin struc­
ture in an ideal crystal is energywise not favored, 
owing to the increase of the energy in the domain walL 
It can, however, be kinetically stable. [6] In addition, 
an important role in the formation of the inhomogeneous 
structure can be played by the entropy contribution of 
the domain walls, the positions of which are not fixed 
by the demagnetizing fields, in constrast to antiferro­
magnets. [7.8] In a real crystal, on the other hand, the 
lattice and macroscopic defects (say, residual stresses) 
can cause the magnetically-i$omogeneous states of 
the sample to turn out to be energywise more favored. 
owing to the decrease of the elastic energy of the crys­
tal as a result of the magnetically-elastic interaction. 
The important role of the magnetoelastic interaction 
is evidenced by the high sensitivity of the form of the 
domain wall to the stresses of the crystal. It is also 
typical that twins with magnetic moments that lie in the 
plane of the sample are rarely encountered. The for-
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mation of such domains is energywise unfavored be­
cause of the increase of the elastic energy by mag­
netostriction. On the other hand, the elastically 
stressed regions cause the boundaries between defi­
nite twins to turn sometimes into a layer of variable 
thickness and can be transformed into a separate do­
main with Mil (110) (Fig. 9). 

The positions of the obtained boundaries of the re­
gions of the existence of various magnetic states of 
GdIG can be compared with the positions of the stability 
regions of the magnetic phases. The latter can be con­
structed by using the results of9J , in which the molec­
ular-field theory method was used to study the process 
of breaking of the sublattices in a cubic three-sublat­
tice ferrite. Considering a small temperature region 
in the vicinities of the compensation temperature 
t = (T - T .)/T.« 1 and confi.ning ourselves to small mag­
netic fields h =H/AM« 1, we can write for the equilib­
rium values of the sublattice rotation angle fJ. 

HII[100], 1 ( h'a) m,' cos'6-- 1-~ cos6+-ht=0; 
3 x~ 3x 

HII[111], h2aOOS6+htm,'~+x~{ ~ sin'6cos6- : cos6 

"1'2 } - 3(4 sin' 6-3 sin 6) =0. 

Here e = t(81 + ( 2 ) is the average angle of rotation of the 
magnetic moments of the iron sublatHces, X=K/AM, K 
is the anisotropy constant, A and AIJ are the exchange 
constants, 

-1 '< + ).-)."-).,, <-1 ).,,).u ,_ Mo.' 
a,.....,.. -m3 t'" Au' tJ- - AAH' m, -Mt-M'l.' 

, ( IJB(x) ) M •• =M" -- . ax T=T H=O .. 
In the case H II [100], the equation for the boundaries of 
the region of the canted states (lines of second-order 
phase transition) takes the simple form 

In the calculation we used the following values of the 
sublattice magnetic momentsClO,l1 J: M 1 = 75.5 cgs emu/g, 
M! = 53. 3 cgs emu/g, M30 = 124.4 cgs emu/g. The ratio 
{3/ a was taken equal to 8.9 in accord with[9J, where it 
was determined from the slopes of the boundaries be­
tween the canted and collinear GdIG phases in stronger 
fields. The magnetic-anisotropy constant was assumed 
to be K = - 6. 7 X 103 erg/ cm3 , U2J and the effective ex­
change constant A = 115~ g/ cgs emu was determined 
from the value T. = 285. 0 OK. The exchange field acting 
on the rare-earth sublattice is -A(M1 -M!)=2.56 x I05 

Oe, and the reduced anisotropy constant is x=1.85 
x 10-4 • 

In the case H II [100], the obtained boundaries pass 
near the experimental pOints corresponding to the ap­
pearance in the sample of magnetic twins (Fig. 5). The 
good agreement between the phase boundaries and the 
experimental pOints of twin appearances should be re­
garded as accidental, since the definition of the tem­
perature at which sufficiently abrupt boundaries between 
the twins is somewhat arbitrary. However, the for-
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mati on of noncollinear twins near the stability-loss line 
of the collinear phase is in accordance with the rules. 
In a wide temperature region between the lines A and 
B or A' and B', within which, according to calculation, 
only the collinear state should be realized, the Faraday 
rotation, which reaches more than 0.1 of the maximum 
value, indicates nevertheless that a rotation of the sub­
lattices takes place here. It appears that the sublattice 
rotation in this temperature interval is connected with 
the existence of microscopiC and lattice defects in the 
sample. It is analogous to the process of the approach 
of the technical magnetization curve to saturation. [13,14] 

The approach of the <T>(T) curve to zero with increasing 
distance from To carries information on the micro­
scopic crystal defects in the sample. It is of interest 
in this connection to investigate in greater detail the 
regularities of the tail of the <T>(T) curve in the longi­
tudinal and transverse geometries. We note that the 
transverse experimental geometry is more sentitive to 
the deviation of the vectors M. from the H direction, 
for in this case <T>- sinfJ. In the longitudinal geometry, 
on the other hand, both <T> and M are proportional to 
cos8. 

The calculated stability loss lines of the canted 
phases in the case H II [111] are shown dashed in Fig. 7. 
They agree well with the experimentally determined 
boundaries of the region within which the canted mag­
netic structures are realized. The other experimental 
data agree well with the results of the investigations in 
the longitudinal geometry. [5J 
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