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The radiofrequency size effect was used to investigate the temperature dependence of the collision 
frequency v of small groups of electrons in tin and in indium in the interval 2.3-5.5 'K. The 
scattering probability on the investigated cylindrical sections of the Fermi surfaces of these metals 
varies with temperature approximately like T 3. The connection between the collision frequency and 
the gap between closely-lying sheets of the Fermi surface in amplitude space is analyzed, and it is 
noted that carrier transfers between these surfaces leads to a complicated temperature dependence of 
the electron-phonon scattering probability. The results agree with the experimentally observed strong 
difference between the v(T) dependences on Fermi-surface sections with different gap values. The 
previously observed anomalies in the temperature dependence of the probability of the 
electron-phonon interaction in indium are explained within the framework of the proposed model. 

It is well known that at low temperatures the phonon 
momentum is much smaller than the Fermi momentum 
and the frequency of the electron-phonon collisions is 
proportional to T3(1]. The geometry of the Fermi sur­
face (FS) exerts a weak influence in this case, since the 
electron is scattered by the phonon through small 
angles. However, as shown by Gantmakher, Leonov, and 
Dologpolov[2,3], the electron-phonon scattering becomes 
sensitive to the shape of the FS under conditions when 
the FS dimensions are small in comparison with the 
momentum phonon, and we get v ~ T2 for a cylindrical 
surface. This case is realized apparently in bismuth 
and antimony[2,3]. A similar behavior of the scattering 
probability is observed in gallium [4] and can take place 
at low temperatures in small groups of electrons in 
metals, but in this case there is one more circumstance 
connected with the influence of the FS geometry. Small 
groups of electrons are located in metals near the 
principal groups, so that even at low temperatures the 
electron-phonon interaction can lead to interband 
transitions of the electrons. Pippard [5] took into ac­
count the contribution of transport processes to the 
magnetoresistance and has shown that under conditions 
when the phonon momentum is larger then the gap be­
tween the surfaces in momentum space, the transport 
leads to a T4 law for the magnetoresistance, owing to 
the appearance of new electron orbits. The collision 
frequency should depend on the presence of such transi­
tions, and with decreasing temperature the transport 
will "die out," and this should lead to a complicated 
temperature dependence of v. 

THEORETICAL MODEL 

It is known[2] that the at a point k on sheet 1 of the 
FS, located near another sheet (2), the electron collision 
frequency is given by 

1 l!"(k T)' 
v(k)=-2 '-Ii': [I(O)+al(zo)]; 

;n s I'v, 

~ x'e"dx v, ( Il' )'( S )' I(x,)= s-( -)-, , 1(0)=7.2, (1,=- - -;-
e<-l v, Il S 

(1) 

", 

!J. is the density, kB is the Boltzmann constant, v, and 
V2 are the electron velocities on the corresponding FS 
sheets, and 6. and 6.* are the deformation-potential 
constants responsible for the scattering by phonons with 
velocities sand s*. The integration variable x is con­
nected with the phonon wave vector q by the relation 
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x = ti I q I s/kB T. The first term in the square brackets 
in (1) is due to scattering into states on sheet 1 (intra­
band scattering), while the second corres ponds to 
transport into states on sheet 2 (interband scattering). 
Sheets 1 and 2 are separated in momentum space by a 
gap n6.k, so that Xo = ti6.ks/kBT. 

Generally speaking the temperature dependence of v 
can be quite arbitrary, depending on the ratio of the 
quantities in the square brackets of (1), but since 
a » 1, the function v( T) is determined mainly by the 
function I(xo). Indeed, since the electron phonon inter­
action matrix elements contain terms of the type e and 
k - k' [1] (e is a unit vector of phonon polarization and 
k - k' is the change of the electron wave vector as a 
result of the scattering), it follows that the interband 
scattering is due to longitudinal phonons with velocity 
s, since k - k' = q. In the case of interband scattering 
we have k - k' = q + K (K is the distance between the 
centers of sheets 1 and 2), which is equivalent in some 
degree to transport processes, therefore the decisive 
contribution will be made by transverse phonons of 
velocity s*. Usually v, "" V2 and 6. "" 6.*, and conse­
quently a » 1, since s > s*. Figure 1 shows a plot of 
the integral I against xo, obtained with a computer, and 
shows that the electron-phonon collision frequency at 
the point k is a complicated function of the temperature. 
Such a dependence can be observed experimentally by 
investigating v( T) at the turning point of sheet 1 near 
sheet 2. 

In a number of effects, such as ultrasound absorption, 
cyclotron resonance, or the radio-frequency size effect, 
one measures the collision frequency averaged over the 
points on the electron orbit in the magnetic fie ld [l] : 

~= _h_tf.. v(k)dk , (2) 
2;nm l' V.L 

where m is the cyclotron mass of the electron and v 1 
is the projection of the electron velocity on the plane of 
the orbit. If the orbit is on sheet 1, then the gap between 
the surfaces will vary as the electrons move over the 
orbit. In the model where the orbit is a circle of radius 
ko and the scattering is by a plane of the second surface 
(see Fig. 2), we have 

Ilk=ko(e+2sin' (9/2», (3) 

where E = 6.ko/ko and 6.ko is the mini.mum gap. This 
formula is valid for transport to a surface located on 
the right of sheet 1, while the second surface can be 
easily taken into account by replacing () with 1f - (). 
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FIG. I. The integral I in (1) as a function of the parameter Xo. 
FIG. 2. Location of the sheets I (center) and 2 (right and left) of the 

FS in the investigated model. 

Substituting (3) in (1) and integrating in accordance 
with (2) we obtain, if v 1. is constant, 

_ 3,6 /1'(k.T)' [ . (l, rh ] 
v= n /t's',.w, 1+ 2nl(0) :rl(x,)dk , 

x, =QT-' (e+2sin' (812». 
(4 ) 

Thus, the temperature dependence of v is deter­
mined by the value of the parameter E and by a certain 
characteristic temperature Q = nk()5* /kB, at which the 
transverse-momentum becomes equal to the radius of 
the orbit. We calculated this dependence with a com­
puter at different values of the parameter E (see Fig. 
3); just as the case of the turning point, v turned out to 
be a complicated function of the temperature, approach­
ing asymptotically the T3 law at high and low tempera­
tures. At T;::' Q, according to Gantmakher et al., one 
should expect the interband-collision to be proportional 
to T2, but the contribution of these collisions to v is 
apparently negligible (Q: » 1) and at these tempera­
tures we have jJ ~ O! T3. 

The relation (4) can be observed experimentally by 
investigating v( T) on sections with different E. We 
have undertaken an investigation of the temperature 
dependence of the collision frequency of small groups of 
electrons (in order to have large E) in tin and in 
indium, whose FS have been studied in sufficient detail 
(see, e.g., [6-131). We investigated the electron and hole 
surfaces of the third zones of indium and white tin, 
respecti vely. The investigations were carried out with 
the aid of the radio-frequency size effect, which makes 
it possible to measure the temperature dependence of 
the collision frequency of the carriers localized on 
narrow strips on the F'S[141. 

THE EXPERIMENT 

We measured the temperature dependence of the 
size-effect line amplitudes at 1.5-5.5°K in plane­
parallel single-crystal plates of tin with n II [OlD] and 
indium with n II [001], with respective thicknesses 0.4 and 
0.3 mm. We registered the first (aR/ aH) and second 
(a 2R/aH 2) derivatives of the active part of the surface 
impedance of the samples with respect to the magnetic 
field. The experiments were performed in a field 
parallel to the surface. The procedure for the measure­
ments and for the reduction of the results are described 
in[141. Owing to the smallness of the investigated sec­
tions of the FS, the size effect lines were observed in 
weak fields, where there is a strong nonmonotonic vari­
ation of the surface impedance. To exclude this varia­
tion when intense lines were recorded, we used the 
second deri vati ve, but owing to the intensity loss, which 
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FIG. 3. Temperature dependence of the integral l' = § I(x 1) dk/2 
1(0) in (4) at different values of the parameter E. The dashed lines show 
the regions of the measurements in tin and indium. 

was excessive for the weak line, the nonmonotonic vari­
ation of the surface impedance was offset by using also 
a dc source whose voltage varied nonlinearly with time. 

The amplitude of the SE line is connected with the 
temperature dependent part of the electron collision 
frequency, averaged over a narrow strip v on the FS, 
with the aid of the rather simple relation[141: 

(5 ) 

where Q = eH/mc is the cyclotron frequency of the 
electron in the magnetic field H, in which the SE is 
observed, and y is a geometric factor that determines 
which part of the orbit is spanned by the sample thick­
ness (y = % for a circle). Relation (5) is valid under 
the conditions v + Va > Q and Va> V, where Va is the 
frequency of the collisions with the static defects of the 
crystal lattice. To verify these conditions we monitored 
the constancy of the width and shape of the size effect 
lines over the entire temperature interval. 

The size effect in indium has been studied in suffic­
ient detail, so that it was easy to identify the observed 
lines. Detailed investigations of the anisotropy of the 
carrier cyclotron masses in tin and indium, carried out 
by Khalkin and Mina (see, e.g.,Pa,131), make it possible 
to reconstruct from the experimental size-effect data 
the temperature dependences of the carrier scattering 
probabilities, rather than the mean free paths. 

TIN 

According to the Weitz calculations of the band struc­
ture of white tin[91, carried out by the local-pseudopo­
tential method, the tubes 0 located on the faces of the 
Brillouin zone have a shape similar to that of "dog­
bones" elongated along the XP axis and located at the 
points X of the Brillouin zone (Fig. 4). The end faces 
of the "dog-bones" and their lateral surfaces along XL 
are in contact with the hole surface in the fourth zone. 
The gap between the surfaces, which is due to the 
spin-orbit splitting, is so small that magnetic break­
down takes place, as a result of which orbits are pro­
duced that pass through these two surfaces and can be 
reliably identified in the de Haas-van Alphen effect[81. 

The "dog-bone" shape of the surface leads to the ap­
pearance of two extremal sections at H parallel to the 
XP axis. These sections are observed in the size ef­
fect(71, in the de Haas-van Alphen effect[81, and in cy­
clotron resonance[lOl. Owing to the peculiar shape of 
the tubes, there are two strips of effectiveness on the 
"dog-bone" surface, as a result of which one observes 
from each section two rather than one size-effect lines, 
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FIG. 4. Arrangements of the tubes 8 in the Brillouin zone of white 
tin. On the right side are separated the central and non central sections 
of the "dog-bone". The numbers label the dimensions of the tubes that 
determine the size-effect lines. 

separated by a certain distance. These lines are due to 
the one-half and one-quarter electron orbit; in the 
former case y = Yz and in the latter it can be only 
stated that y is close to % (see Fig. 4). As a result, 
lines with y = Yz have a stronger temperature depend­
ence than at y "" Y •• 

This circumstance is illustrated clearly in Fig. 5, 
viz., a rise in temperature leads to the vanishing of the 
extrema on the right-hand side of the noncentral-sec­
tion line, whereas the left-hand extrema are reliably 
observed. The right- and left-hand extrema are re­
sponsible here for the size-effect lines with Y = Yz and 
Y "" Y., respectively (see Figs. 4 and 5). For the central 
section of the contribution of the orbit with y "" Y. to 
the size effect is much smaller than that with Y = Yz. 
We have therefore investigated for this section only the 
right-hand most intense part of the line. On the non­
central section, the contributions from each section of 
the orbit become comparable, but the splitting is much 
more appreciable, and this makes it possible to investi­
gate both lines. 

As seen from Fig. 6, in the entire investigated tem­
perature interval the experimental points fit a T3 
curve, but the deviation of the point from a T' law like­
wise does not exceed the measurement errors. Unfor­
tunately, the limited temperature interval does not make 
it possible to establish the exponent with sufficient ac­
curacy, but it is seen from Fig. 6 that its value lies be­
tween 3 and 4. The dependence of the proportionality 
coefficients of T3 on the magnetic-field orientation in 
the plane of the sample is shown in Fig. 7. The curves 
2 (Y "" Y.) and 3 (y = Yz), it might seem, should coin­
Cide, but, as already indicated, in the former case Y is 
only close to 1., and superposition of the curves yield 
y"" Ys. 

According to Matthey(7], the gap on the central sec­
tion is so small that it cannot be reliably determined 
from experiment (E "" 0), whereas on the central sec­
tion we have E "" 0.45 (see Fig. 4). The characteristic 
temperatures Q on these sections are ""lloK and 
""15°K. The velocities of the quasilongitudinal and 
quasitransverse OSCillations, determined from the 
elastic constants of white tin at helium temperatures [15], 
are equal to s "" 3.5 X 105 cm/sec and s* "" 2.0 X 105 
cm/seco 

For a direct comparison of formula (4) with experi­
ment it is necessary to have information on the aniso­
tropy of the Fermi velocity and on the components of 
the deformation potential. This information is unfortun-
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ately miSSing, but some conclusions can be drawn just 
the same. From the data of Perz et al.[1S] on the de­
pendence of the area of the extremal sections of the 
"dog-bone" on the uniaxial and isotropic deformations 
one can calculate certain components of the deforma­
tion potential, averaged over the cross section dimen­
sions: 

iJR/iJH 

~~" .. 

xl./l 

J.5°K 

,f z J 

o 10 20 JO qO 50 50 H.Oe 

FIG. 5. Typical plot of size-effect lines in tin at two temperatures. 
The lines in the weaker fields are due to central sections of the tubes, 
and in stronger fields to the noncentral ones. The arrows mark the di­
mensions taken to be the amplitudes of the lines, the origin of which 
is numbered in accordance with Fig. 4. The gain used to record the lines 
from the central sections was increased 1.8 times, H II [0011 , w/27r = 2.5 
MHz, d "" 0.4 mm. 
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FIG. 6. Temperature dependence of the amplitude of the size-effect 
lines shown in Fig. 5. The insert shows the dependences on T2(e) and 
TS (0) for line I. The numbers are defined in Fig. 4. 

FIG. 7. Anisotropy of the temper­
ature-dependent part of the hole col­
lision frequency on the central (I) and 
noncentral (2,3) sections of the tubes 
[j in the (0 I 0) plane. The angle e is 
reckoned from the [0011 direction. 
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where oA is the change of the area of the section with 
radius ko under the influence of a relative deformation 
op. Estimates show Azz to equal 4.2 and 2 eV (the z 
axis along the "dog-bone" axis) for the central and 
noncentral sections, respectively. The average diagonal 
component, on the other hand is equal to 2.0 and 1.5 e V, 
respectively. 

Consequently, the anisotropy of the longitudinal com­
ponents of the deformation potential cannot explain the 
experimental data. Indeed, as seen from (4), iI is de­
termined by the transverse components of the potential 
«S/S*)4 ~ 10), the anisotropy of which is unfortunately 
not known. In addition, as seen from Fig. 3, the iI( T) 
dependence in the investigated region is steeper on the 
noncentral cross section (E "'" 0.45) than on the central 
one (E "'" 0), in accord with experiment. It should be 
noted that what was measured was not iI( T) itself, but 
v,(T) = iJ(T) - iI(3SK). Unfortunately, it is impossi­
ble to trace the entire temperature region, owing to the 
superconductivity of the tin, but such investigations are 
of interest and can be undertaken with the aid of cyclo­
tron resonance. 

INDIUM 

The electron part of the FS of indium in the third 
zone takes the form of tubes (/3) that are intercon­
nected into quadratic rings[1l-13J (see Fig. 8)0 The tubes 
are so arranged that the hole parts of the FS in the 
second zone are adjacent to them on three sides, so 
that Umklapp between these surfaces becomes probable. 
The tubes are nearly triangular in cross section, and 
the minimum gap between the surfaces, which we de­
termined from the local pseudopotential of Mina et 
al.[13J, is t>ko"" 0.13 A-I (ko"" 0.14 A-I). The velocities 
of the quasilongitudinal and quasitransverse oscilla­
tions, calculated from the elastic constants of indium 
at helium temperatures (17 J, are respectively s;:::! 2.8 
X 105 and s* ;:::! 0.73 X 105 cm/sec, and consequently the 
contribution of the interband transport is larger by ap­
proximately two orders of magnitude than that of the 
interband transitions. In addition, the number of sur­
faces to which Umklapp can take place as the electron 
moves along the orbit has increased from two to three 
in comparison with tin (see Figs. 4 and 8). As a result, 
the temperature dependence of the integral in (4) 
changes negligibly in comparison with the E = 1 curve 
on Fig. 3 (when the limiting value is changed to 3). As 
seen from the figure, I ~ T in the investigated region, 
so that one should expect a T4 law for iI( T). The ex­
perimental points can indeed be fitted to such a law 
(Fig. 9), but the T3 is no less suitable. On the orbits 
that appear when the magnetic field is rotated in the 
plane of the ring, the temperature dependence of II 1( T) 
= i7(T) - iI(2.3°K) decreases and when the angle be­
tween the tube axis and the field is 75° the exponent of 
the power law decreases. This behavior can be attributed 
to a shift of the corresponding curve on Fig. 3 towards 
lower temperatures, owing to the decrease of the aver­
age gap between the surfaces (see [12J and Fig. 8). 

The orbit on the hole surface in the second zone at 
H II [100] passes mainly far from the tubes, the contri­
bution of the transport is small, and T3 in the 1.5-
3.5°K interval, with the exponent determined quite ac­
curately in this case. The same law was observed by 
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FIG. 8. Intersections of the Fermi surface of indium with the (001) 
and (110) planes. The surfa{;e with center at the point r is the hole sheet 
of the Fermi surface in the second zone. The axes rN are directed along 
[100] and [010], while rx is directed along [0011. 

0.5 

0.05 

FIG. 9. Temperature dependence of the amplitudes of the size·effect 
lines of indium at various magnetic-field directions: e-H II [110], o-H 
II [100], +-<1: H, [110] = 75°, w/2rr = 4.2 MHz, d '" 0.3 mm. 

Krylov and Gantmakher in an investigation of the tem­
perature dependence of the mean free path of the elec­
trons on the turning point of the hexagonal "cup" of the 
hole surface in the second zone at H II [111]. In addi­
tion, Snyder has observed that II for these carriers, on 
the orbits near the limiting point, increases by a factor 
of two when the magnetic field is inc lined 15° to the 
[111] direction. This frequency anisotropy of the elec­
tron-phonon collisions may be due, within the frame­
work of our model, with the appearance of transport to 
the tubes /3 from sections of orbits passing near the 
edge of the hole surface (see Fig. 8). 

Finally, the latest investigations of the electron col­
lision frequency on the central section of the tubes at 
H II [110], carried out by Castaing and Goy[20J with the 
aid of cyclotron resonance, have shown that i7 ~ T S in 
the interval 1.5 - 5.5°K. Indeed, as is clear from Fig. 
3, at low temperatures this law follows from the pro­
posed model, albeit at lower temperatures than in[201. 
However, the temperature interval is determined by the 
parameter Q, which can differ strongly from the 
Q"" 7 .8°K used by us, owing to the anisotropy of the 
phonon spectrum. 

It should be noted that all our conclusions are drawn 
under the assumption that the increment to the electron 
distribution function is small in comparison with the 
thermal smearing of the Fermi distribution, i.e., fiw 
« kBT. In the case of cyclotron resonance this condi­
tiQn is violated and the scattering probability depends 
on the frequency w, an increase of which leads to an 
increase in the number of transports. These effects 
were indeed observed, it seems, by Castaing and Goy. 
Of course, the agreement with the predicted behavior 
of the collision frequency is only qualitative here, since 
there are too many complicating circumstances to per­
mit direct comparison. 
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Thus, the electron phonon interaction at low temper­
atures leads to a complicated temperature dependence 
of the collision frequency when account is taken of the 
FS geometry, so that the reduction of the experimental 
data should be approached with caution. In addition, the 
described effects uncover very interesting possibilities 
in the study of the temperature dependence of the colli­
sion frequency of s mall groups of electrons in metals. 
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