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The influence of randomly distributed dislocations on the electron energy spectrum of a crystal is 
investigated. Two models of interaction between an electron and a dislocation are studied: one with 
a deformation potential and one with a short-range delta-like potential. It is shown that the presence 
of a large number of dislocations in the crystal leads to the appearance of new ranges of allowed 
electron energy-dislocation bands-in the electron spectrum. The width of the dislocation band in 
the case of a deformation potential is of the order of Abc112, where A is the deformation interaction 
constant, b the absolute value of the Burgers vector, and c the dislocation concentration. The maxi­
mal density of states in this case is proportional to c314 • Dislocations with a short-range attraction 
potential produce a band of width IE 1 1 exp (- kj_ jc) (E 1 is the energy of a two-dimensional electron 
bound state on a single dislocation and k1 is the corresponding wave number) with a maximal state 
density which is proportional to exp (k1 /c). 

1. INTRODUCTION 

EXTENDED crystal-lattice defects, and above all dis­
locations, can exert a noticeable and unique influence on 
the electronic energy spectrum of a crystal. In real 
samples, the dislocations are, as a rule, located at ran­
dom. The influence of the dislocations on the electronic 
properties of crystals is therefore part of the problem 
of the energy spectrum of a disordered system. 

If the dislocation has an attraction potential, then 
two-dimensional bound states of the electron can arise 
in its vicinity. In such states the particle executes a 
finite motion in a plane perpendicular to the dislocation 
line, and infinite motion along the dislocation. The es­
sential difference between the spectrum generated by 
the dislocation and the spectrum due to "point" defects 
such as impurities, vacancies, etc., is due precisely to 
the motion of the electrons along the dislocations. This 
infinite motion is the main cause of the appearance of an 
entire energy band instead of a single level. We shall 
call this the dislocation band. The concept of dislocation 
bands was first introduced by Bonch-Bruevich and 
Glasko[1 ' 2l, who investigated certain essential charac­
teristics of the spectrum in this band. 

Another cause of the dislocation band is the concen­
tration broadening of the two-dimensional bound states. 
In the case of point defects, this is the only mechanism 
for producing the impurity band. A sufficiently complete 
study of the structure of a dislocation band with allow­
ance for concentration broadening is possible only in the 
case of low dislocation concentration. A corresponding 
detailed analysis for point defects was carried out by 
I. Lifshitz[31. In the present paper, using his ideas and 
procedure, we attempt to describe the main features of 
the singularities of the dislocation band. 

It should be noted first that the dislocation band 
arises only in the case when an individual isolated dis­
location in an infinite crystal leads to the appearance of 
a two-dimensional bound (local) state. We therefore 
consider the quantum-mechanical problem of electron 
motion in a field of an individual dislocation. Naturally, 
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in the study of such complicated objects as dislocations, 
we are forced to limit ourselves to consideration of 
rather crude models. Namely, we assume that the elec­
tron dispersion is isotropic and quadratic, and that the 
dislocations are straight and pass through the entire 
crystal. ' 

If the dislocation axis is chosen to be the z axis, 
then the potential energy of the interaction of the elec­
tron with the dislocation depends only on the two varia­
bles x andy, i.e., U = U(x, y). The concrete form of this 
function is determined by the type of dislocation, i.e., by 
its Burgers vector b, and also by whether the crystal is 
a metal, semiconductor, or dielectric. These questions 
are discussed in greater detail, for example, in[1 ' 21 or 
in Friedel's book[4 J. 

In many cases it can be assumed that the dislocation 
potential is due to the lattice deformation, i.e., it has 
the form U = Aikuik• where Aik are the components of 
the deformation-potential tensor. The strain tensor uik• 
in polar coordinates r and cp on the xy plane, which is 
perpendicular to the dislocation axis, has the well­
known form [4 1 

b 
u,.(r, cp)= -f,.(cp), 

r 
(1) 

where fik(cp) is a dimensionless tensor that depends on 
the character of the anisotropy of the crystal, and on the 
type and orientation of the dislocation relative to the 
crystallographic axes. In order of magnitude, the com­
ponents of this tensor are equal to unity. It is important 
that 

•• f f;.(cp)dcp = 0, i, k = 1. 2 3. 
0 

As seen from (1), the deformation potential is long­
range. There are, however, cases, for example in cer­
tain types of semiconductors[!], when the principal role 
in the creation of the dislocation potential is played 
either by the little-investigated distortions near the core 
of this dislocation, or by the screened charge of the 
carriers captured by the dislocation. In these cases, 
the potential is short-range, and to simplify the calcula-
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tion we assume the following model: 

U= -!X'I(r), (2) 

where o(r) is a two-dimensional o function, f3 = Uob2 , Uo 
is the characteristic depth of the potential well, and b 
the characteristic dimension of the well, which is equal 
in order of magnitude to the length of the Burgers vector 
(for more details see[ 5 l ). We shall henceforth consider 
only these two models, which are in a certain sense 
polar, although the final results are applicable to a 
much broader class of models. 

It is well known (see, for example, (&J) that in a two­
dimensional potential well there is always a bound 
state. This statement is valid for model (2) if f3 > 0. As 
to model (1), this statement is not valid a priori, owing 
to the alternating sign of the functions fik('fl), i.e., owing 
to the presence of both a "well" and a "hill" on the 
potential relief. A simple quantum-mechanical calcula­
tion shows that the bound state in a potential relief of the 
type (1) appears only in the case when the dimensionless 
parameter~= 27Tmfi.- 2 JIUidxdy (the integral is taken 
over the region in which U < 0) exceeds a certain criti­
cal value ~cr ~ 1. For a deformation potential, the 
corresponding integral formally diverges. Actually, 
however, it is necessary to recognize that the presence 
of other dislocations causes this integral to be cut off at 
distances on the order of the average distance between 
dislocations. If we take this remark into consideration, 
then it turns out that~ » 1 practically always, i.e., 
there is a large number of levels in this well. When we 
consider the concentration broadening, we shall have in 
mind one such level. In other words, we assume that 
the broadening of the individual levels is much smaller 
than the distance between them. 

Let us discuss the localization radius of the bound 
state. In the case of a short-range potential, the local­
ization radius, i.e., the dimension of the region within 
which the wave function differs noticeably from zero, is 
of the order of[6 l 

rJ. = 1 i kJ. = b(e'1'- 1)"'. {3) 

At small~. the localization radius can be very large. 
However, it is difficult to indicate the physical reasons 
why the parameter ~ can differ noticeably from unity. 
In the case of a long-range potential, the localization 
radius coincides in order of magnitude with the dimen­
sions of the well. 

In describing the system of dislocations, we assume 
that the positions of the individual dislocations are not 
correlated with one another. Therefore the only param­
eter of the distribution of such a system of straight 
lines is their concentration. By dislocation concentration 
c is meant their total length per unit volume of the crys­
tal. The dimensionality of c is thus cm- 2• For a system 
of parallel dislocations, the concentration coincides 
with the number of dislocation lines crossing a unit 
area perpendict:.lar to their direction. For dislocations 
with randomly distributed directions, their number con­
tained in a solid-angle element dO crossing the corre­
sponding unit area is cd0/211". 

Physical considerations similar to those advanced 
in[3 1 show that the presence of many dislocations with 
long-range interaction potential leads to a classical 
concentration broadening of the levels. This broadening 

is in essence the result of the random variation of the 
point from which the energy is reckoned at the location 
of the given dislocation, owing to the influence of the 
''tails" of the potential relief of the remaining disloca­
tions. A fundamentally new situation arises in the case 
of a short-range potential (the quantum case). The fore­
going calculations show that the presence of even two 
crossing dislocations leads to the appearance of a three­
dimensional bound state in which the particle is local­
ized in the region where the dislocations come close 
together. This state is due to the tunneling of the elec­
tron from one dislocation to the other. The position of 
the discrete level corresponding to this state is deter­
mined mainly by the overlap of the wave functions local­
ized near the individual dislocations. In turn, this 
overlap depends on the distance between dislocations, on 
the angle between them, on the influence of the remain­
ing dislocations, etc. The aggregate of the discrete 
levels obtained in this manner forms the quantum sec­
tion of the dislocation band. If we take this section into 
consideration, then the net result will consist of a 
broadening of the ''unperturbed" dislocation band, 
which we shall henceforth call the quantum concentra­
tion broadening. It must be emphasized once more, 
however, that this broadening is due not to the smearing 
of the initial levels, but to the appearance of a funda­
mentally new section of the spectrum, adjacent to the 
initial spectrum. Of course, the three-dimensional 
states, and accordingly, the new section of the spectrum, 
can arise also in the case of a long-range potential, but 
in this case they do not play any role, since they are 
completely "suppressed" by the classical concentration 
broadening. Roughly speaking, the quantum concentra­
tion broadening predominates in the case when the 
localization radius of the wave function exceeds the 
radius of action of the potential, and the classical broad­
ening predominates in the opposite limiting case. The 
corresponding more accurate estimates are analogous 
to those obtained by I. Lifshitz for point defects. 

In view of all the foregoing, we present a theory of 
classical broadening for a deformation potential and a 
theory of quantum broadening for a o-like dislocation 
potential. 

2. CLASSICAL CONCENTRATION BROADENING 

The task of the theory is to find the spectral density 
v(E). It is clear that in the case of classical concentra­
tion broadening, the dislocation distribution with respect 
to the directions is immaterial. We can therefore as­
sume for the sake of clarity that all the dislocations are 
parallel to the z axis. But then it is necessary to find 
first the "two-dimensional" density of states 
v1 (E - p~ /2m), and the integrate the result with respect 
to Pz· The method of finding the two-dimensional density 
of states is somewhat different from that proposed in[3J 
for the case of point defects. The difference lies in the 
use of a bilateral Fourier transformation in lieu of a 
unilateral Laplace transformation. This difference is 
due to the alternating sign of the deformation potential 
of the interaction. We therefore permit ourselves to 
present the calculation in a relatively detailed form. 

Let E 1 be the two-dimensional level generated by one 
dislocation. The random shift of this level is given by 
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2 N 

p, ~ e==E---E.l.= U(r.), 
2m (4) 

where U(ra) is the potential of the a -th dislocation at 
the location of the given dislocation, and N is the total 
number of dislocations in the sample. The random quan­
tities are the two-dimensional radius vectors r a of the 
individual dislocations. Obviously, the distribution den­
sity p(E) of the random quantity E is the sought two­
dimensional density of states, normalized to a single 
dislocation. It should not be stated beforehand that the 
sum of mutually independent random quantities of the 
form (4) has a normal distribution, since these quanti­
ties are not suitably normalized. To find p(E) we pro­
ceed as follows. We introduce the characteristic function 

F(z) =e-.;;= J p(e) e'" de. (5) 

A bar denotes here statistical averaging. The character­
istic function is obtained directly, after which p(E) is 
sought with the aid of the inverse Fourier transforma­
tion. We present the corresponding derivations: 

F(z) = exp(iez) = exp[ iz ( ~ U(r.)) ] 

=II exp(izU(r.)) = [exp(izU(r)) ]N 
a 

= [j!(U)exp(izU)dU] N = [; JSexp(izU(r,<Jl))rdrd<p] N (6) 

={! Sfl[1-1+exp(izU(r,<Jl))]rdrd<jl} N 

= { 1- ~ fJif1- exp(izU(r,<Jl)) ]rdrd<Jl} ~ 

In the chain (6), S denotes the area of the sample cross 
section and p(U) is the density of the distribution of the 
potential of one dislocation. At large values of N we 
have F(z) = expl- crp(z)], where 

<Jl(z) = J J [1- exp(izU(r,<Jl)) ]rdrd<Jl 
0 0 

oo In b 
= J S[ 1-exp(iz--;:-A,.f,.(<Jl) )]rdrd<Jl. (7) 

0 0 

From ( 7) we see that at small values of r the integral 
converges rapidly, and at larger it diverges logarith-

mically (we recall that Jfik(rp)drp = 0). This divergence 
0 

seems natural to us. A similar logarithmic divergence 
arises also in the calculation of the elastic energy of a 
dislocation in a crystal. Owing to the logarithmic char­
acter of the divergence, the exact distances at which the 
integral in (7) should be cut off (of course, these must 
be large compared with interatomic distances), do not 
matter greatly. We shall assume that the cutoff radius 
coincides in order of magnitude with the transverse 
dimensions L. Then we obtain for rp(z) the formula 

IJl (z) = A'b'z'ln(L/ Abz), (8) 

where A is of the same order of magnitude as the arbi­
trary tensor component Aik' 

We can now calculate also 
1 • L 

p(e)=~ j_ exp( -cb'A'z'ln Abz -iez) dz. (9) 

With logarithmic accuracy, the result of the integration 
is 

p(e) = [2ncb'A'ln(Lc''•)]-'l•exp [- e• ] 
2cb'A' ln(Lc'") ' (10) 

i.e., the two-dimensional density of states is described 
by a Gaussian curve with average fluctuation Abc112 

(the logarithm does not play a significant role, since it 
is of the order of 10-20 at ordinary dislocation concen­
trations c = 106 -1010 cm-2 and at dimensions L ~ 1 em). 

The true three-dimensional density of states, norm­
alized to the unit volume, is determined from the form­
ula 

NL1 s· ( . p,' ) v(E)=-- p E-E.l.-- dp 
2nliV -~ 2m '• (11) 

where V is the volume of the crystal and L 11 is the longi­
tudinal dimension of the sample. Since NL 11 is the total 
length of the dislocation lines, we get NL 11 /V = c. When 
(10) is substituted in (11), the integral can be calculated 
in terms of parabolic-cylinder functions with index 
-1/2. We present here only the corresponding asymp­
totic forms, when the absolute value of the distance 
from the two-dimensional level IE - E 1 1 is much larger 
than the average fluctuation Abc112 • 

When E > E1 we have 

v(E)~ cmV•j2'~~nli(E-E.L)'I•. (12a) 

The asymptotic form on the low-energy side, E < E 1 , is 

vE~ ex-em'" [ (E.L- E)' ] 
( ) 2nli(E.L- E)'" p 2cb'A' ln(Lc'h) • (12b) 

A plot of v(E) is shown schematically in Fig. 1. Without 
allowance for the mutual influence of the dislocations, 
the density of states will be proportional to c(E- E1 )- 112 , 

i.e., it would have a square-root singularity at the point 
E = E 1 . The classical broadening leads to a strong 
smearing of this singularity. It is replaced by a maxi­
mum whose ma~itude is of the order of vmax 
~ c314(m/bAtJ.2) 1 2 • It is shifted relative to E 1 towards 
higher energies by an amount on the order of Abc 112, 

whereas the bound-state energy itself is of the order 
of A. In addition, an exponential "tail" appears on the 
low-energy side, having the same characteristic aver­
age-fluctuation parameter Abc112• If we assume for 
estimating purposes a Burgers vector b ~ 10-8 and a 
dislocation concentration c ~ 108 cm-2 , then the smear­
ing of the spectral density will be of the order of 10-4 A , 
i.e., the smearing is small, as expected, to the extent 
that the concentration is small. If we compare the 
smearing Abc112 with the deformation potential Ab/r, 
then it becomes clear that the main contribution to the 
broadening is made by dislocations located at distances 
r* ~ c- 112 from each other, i.e., at medium distances. 

viE) • 

FIG. l 
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FIG. 2 

3. QUANTUM CONCENTRATION BROADENING 

We now proceed to study the density of states in the 
dislocation band for a short-range potential. We first 
introduce certain geometrical characteristics that are 
needed for the description of the mutual placement of 
the straight-line dislocations. To this end, we examine 
Fig. 2, which shows the mutual locations of the j-th and 
s-th dislocations. If we assign to each dislocation its 
own reference frame, then to make the s-th and j-th 
systems congruent it is necessary to perform a definite 
set of rotations and translations, the number and form 
of which is evident from an examination of Fig. 2. In 
this figure, the symbol ajs denotes the shortest distance 
between the crossing straight lines. We denote by ejs the 
angle between these lines. It is physically quite under­
standable, and it will be furthermore seen from the 
formulas, that the spectral density is determined essen­
tially only by the quantities ajs and 9 js 
( j, s = 1, 2, ... , N), and depends very little on the 
translations bjs and cjs· Therefore to simplify the 
formulas we shall exclude these translations entirely 
from consideration. In other words, we shall perform 
the calculat~?ns assuming bjs = cjs = 0. 

The Schrodinger equation for an electron moving in 
the field produced by a system of N randomly distribu­
ted dislocations is 

(13) 

If the coordinate system is chosen with the z axis along 
the j-th dislocation, the action of the potential uj on the 
wave function is written, in accordance with (2), in the 
form 

U,'1j1(x, y, z)= -fhp(O, 0, z)ll(x)•ll(y). (14) 
We recall that we assume f3 > 0. This corresponds to 
attraction of the electron to the dislocation. An ex­
tremely localized potential of the type (14) leads, as is 
well known, to the appearance of a logarithmic diver­
gence in many of the integrals that arise in this problem. 
The divergence will therefore be eliminated where 
necessary by smearing out the ll function by introducing 
a suitable cutoff parameter. 

We rewrite Eq. (13) in a coordinate system connected 
with an arbitrary but fixed j-th dislocation: 

h,l N 

--1111'-~ ~1(l(z,)ll(z,)ll(y,)=E,P. (15) 
2m. ~ 

·~· 
In Eq. (15), Xs, Ys, and zs are coordinates in a system 
connected with the s-th dislocation, and lfJ(zs) is taken to 
mean the wave function at the points belonging to the 
s-th dislocation. 

A study of the spectrum of the operator (15) is best 
carried out by a method which is a generalization of the 
method of degenerate (local) perturbations[3 1. To this 
end we change over in (15) to the Fourier representation 

li'k' ~ 
2m 'iJ (k)- p~exp (iky0a,;) 'IJ(k,,)=E'IJ (k), (16) 

' 

'IJ (k,.) = ~ 'IJ (z,) exp (ik,,z,) dz,. (17) 

In writing down (16) we took into account the fact that 
rotation around the dislocation axis is physically im­
material, and therefore the direction of the common 
normal to the s-th and j-th dislocations can be chosen, 
for example, to be they axis common to the s-th and 
j-th coordinate systems. The vector ks is connected 
with kj by the linear transformation 

( 

k.,, = k.,, cos a,, - k,, sin a,,, 
ky, = k•r o ..;;a,,.;;;;; n/2, 

k,, = k.,; sin 01, + k,1 cosO;,. 

(18) 

Thus, the object of our investigation is the equation 

~~exp (iky,a;,) 'iJ (k,.) 

'I' (k)- ' (1i'k't2m)- E = 0· 
(19) 

It is seen from (19) that the problem consists of finding 
N unknown "one-dimensional" functions 1/J(kzs) = 1/Js(k), 
whereas in the analogous problem with impurities we 
dealt with the determination of N numbers. In the prob­
lem with random impurities, these N numbers are the 
solution of a system of linear algebraic equations. 

Proceeding analogously in our case, we obtain a sys­
tem of integral equations for the determination of 1/Jj~k) 
( j = 1, 2, ... , N). To this end -.ye take the scalar pr<1ducts 
of both sides of (19) with 1/J* (kl ). Then the first term 
takes the form z 

~'I' (k) 'I'' (k,) dk =~'I' (k) [ ~ 'IJ' (z;) exp (- ik,iz;) dz;]dk 
-~ 

~ 

= ~ 'IJ'(z;)[~'iJ(k)exp(-ik,;Z;) dk]dz; 
-~ 

~ ~ 

= ~ 'IJ' (z;) 'iJ (z;) dz; = ~ 'iJ (k,) 'IJ' (k,;) dk,i' 

and the last equation of this chain expresses the invar­
iance of the scalar product on going from one repre­
sentation to the other. We thus have the equations 

~ { 2 11 ~ exp (iky .a;,) 'iJ (k, ) dk., .dky. 1 
\ mp n·. .1 8 J J • 
J 'I' (k,;)- fi2 JJ k'- 'l.mE!Ii' 'I' (k,) dk,,= 0. - ~ 

Equating the expressions in the curly brackets to 
zero, we obtain the system of equations 

() -2m~ {1Jf exp(ika;.)IJl,(qsin01,+xcos01,) d dk=O 
'IJ; x h' ~ q'+k'+x'-2mE/h' q ' 

i= 1, 2, ... , N. (21) 

The integration with respect to k is elementary. In addi­
tion, at s = j, when ejs = 0 and ajs = 0, we can also inte­
grate with respect to q, but the corresponding interval 
diverges. As already indicated above, this divergence 
is connected with the limiting localization of the poten­
tial. In this case, the divergence is eliminated by cutting 
off the integral at large momenta ko ~ 1/b. (We recall 
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that (3 ~ U0b2, where b is the Burgers vector.) After 
performing the indicated integrations and introducing 
the dimensionless parameter~ = 21fm(3fl-2, the system 
(21) can be written in the following form, which can be 
conveniently investigated: 

J. 
IJlJ(x)- f(x) . 

exp[- a1,(q'- 2xqcos Bs. + x'- 2mEii-'sin' 91,)'"/sin 91,] 

'*' -lXI 

(q'- 2xqcosB;. + x'- 2mEii 'sin' 91,)'1• 

x'IJl.(q)dq=O, (22) 

/(x)=1-J.In(1+ k,' )· (22') 
x'-2mEIIi' 

The energy eigenvalues are determined from the 
condition that the system (22) have a nontrivial solution. 
Its study must be started with a consideration of the 
particular cases N = 1 and N = 2. 

1) N = 1. If there is only one dislocation, then the 
system (22) reduces to the single equation 

[ k' 
IJl(x) 1-J.ln (t+ 0 

,_ )] =0. 
x'-2mEin' 

(23) 

The general solution of (23) is 

'ljl(x)=C,Il(~-! j2m(E-E.cl)+c,/l(x+! ¥2m(E-E.c)), 

(24) 
where C1 and C2 are arbitrary constants and the "trans­
verse" energy is given by 

E+ = -ft'k,' I 2m(e'1' -1). (25) 

It is assumed in (24) that E > E 1, for with E < E 1 there 
is no nontrivial solution of (23). Equation (24) is a 
formal expression of the already discussed result, 
namely that the electron is captured by a two-dimen­
sional potential well (the energy of the bound state is E 1) 
and moves freely along the dislocation-along its poten­
tial "corridor" in the direction of the z axis. 

We introduce the transverse momentum defined by 
the relation 

k.c' = -2mE.c I li' = k,' i (e'" -1). (26) 
If we substitute (24) in (19), then we can calculate the 
wave function ¢(k). It turns out here that in the coordin­
ate representation the wave function decreases like 
exp(-k1r) at large distances r from the dislocation axis. 
By the same token we confirm formally that the disloca­
tion radius of a two-dimensional wave function is given 
by (3). It is seen from (26) that k1, and consequently 
also the localization radius, are exceedingly sensitive to 
changes of the parameter ~. It is clear, however, that in 
practice, we always have k1 $ ko. So long as~ is suffi­
ciently small, we have k1 ~ ko exp (-1/2~) « ko. 

An important role in the subsequent analysis is 
played by the behavior of the function (22'). This func­
tion has a root K * only in the case when E > E 1. The 
asymptotic form of f(K) at small K and € = E1 - E is 

(27) 

2) N = 2. In this case the system (22) consists of two 
equations. We write out only one of them, since the 
other is obtained simply by replacing the indices 1 ~ 2. 
In addition, to simplify the notation we put a1z = a and 
o12 = o: 

IJl,(x)- _'-_ r exp[ -a(q'-2xq cos O+x'-2mEh-' sin' B) ''•lsinB] 
f(x)'J_ 00 (q'-2xqcosB+x'-2mEii 'sin'B)'" 

X ljl,(q)dq = 0. (28) 

We shall investigate the system (28) under the assump­
tion that ak 1 >> 1. This means that the dislocations are 
separated by a distance much larger than the localiza­
tion radius of the "single-particle" wave function. The 
object of the analysis will be the region of the discrete 
spectrum. The corresponding wave function of the 
k-representation should not have any poles on the real k 
axis. Yet it is seen from (28) that when E > E1 the 
function ¢1(K) (meaning, in accordance with (19), also 
¢(k)) has a pole at the point K = K*' which is a root of the 
function f(K). When making this statement, we took into 
consideration the fact that there are no physical reasons 
why the integral in (28) should vanish at the same point. 
Consequently, the sought energy levels lie in the region 
E < E 1. It is physically obvious that at ak 1 » 1 the 
three-dimensional discrete level (or levels) should be 
separated only slightly from the edge of the continuous 
spectrum, i.e., E « IE11. But in this case the wave 
function decreases very slowly along the dislocation 
axis. For the k-representation this means that the func­
tions 1/11 and 1/12 are noticeably different from zero only at 
small values of the arguments; more accurately speak­
ing, as will be subsequently verified, at q, K « K 1 sin 0. 
The last argument is confirmed also by the fact that the 
"unperturbed" functions 1/11 and 1/12 are exact o functions, 
and the perturbation is assumed weak. 

Taking all the foregoing into account, we can expand 
the argument of the exponential in (28) in powers of 
small q and K, put in the denominator q = K = 0, replace 
E by E 1 in the integrand, and confine ourselves to the 
asymptotic form (27) of the function f(K). We then obtain 

sin B(x' + 2melh') 
(29) 

J• ( ak_cq'-2xqcosB+x') 
X -~exp - 2 k.c' sin' 8 IJJ,(q)dq = O. 

It is seen from (29) that the integrand is a product of 
two competing functions: one is maximal at the point 
q = K cos 0 and decreases rapidly at distances on the 
order of k1 sinO (ak1t 112, while the other, ¢2(q), is 
maximal at zero, and the characteristic distance over 
which it decreases is determined by the smaller of the 
two quantities k1 sinO (ak1t112 and (mE) 112/fl. We shall 
show later that in practice we have for all the values of 
the parameters of the problem 

Yme I li~ l'kJ.. I a sin B. (30) 

Therefore the function ¢2(q) is "sharper" than the ex­
ponential in (29). We can therefore put q = 0 in the argu­
ment of the exponential. Then (29) changes into the 
degenerate integral equation 

kJ..exp(-akJ.. -ax'l2kJ..sin'8) s· ( ) 
1j),(x) ( c -+- 2melli')sin8 1jl,(q)dq. 31 

From this, in particular, follows the statement made 
concerning the distances over which the function 1/il(K) 
decreases. 

The system of integral equations corresponding to 
(31) now reduces to a system of two linear equations 
with two unknown numbers (the integrals of 1/11 and ¢2). 
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FIG. 3 

Equating its determinant to zero, we obtain an equation 
for the determination of the spectrum: 

kJ..e-""J.. J exp(- ax'l2kJ..sin' B)dx = ± 1. (32) 
sine - 00 X 2 + 2melh' 

Since E > 0 (E < E 1), Eq. (32) can have a solution only 
if the plus sign is chosen in the right-hand side. This 
choice of the sign corresponds to a symmetrical wave 
function (1J1 1 (q) = 1J1 2(q)). To find E from (32), we change 
over to integration with respect to the dimensionless 
variable t = (ak1 /2) 112K/k1 sine, and introduce the 
dimensionless parameter 

( eakJ.. ) '/, 1 
V = 2IELI sine. (33) 

Equation (32) can then be rewritten in the form 

OD e-'2 dt ( 2 )"' 
/(y)== J--=A == -- sin'Be"J... 

-oo t' + v' akJ.. 
(34) 

The integral in the left-hand side of (34) is expressed in 
terms of the probability integral. We, however, are 
interested only in the asymptotic forms of I(y) at small 
and large values of the argument: I(y) Rl rr/y at y « 1 
and I(y) Rl rr 112/y 2 at y » 1. 

Figure 3 shows a graphic solution of Eq. (34). It is 
obvious from Fig. 3 that there is only one solution. This 
means that in a system of two crossing dislocations 
there is only one three-dimensional bound state of the 
electron. The origin of this state can be clearly ex­
plained in the following manner. The electron is cap­
tured in the dislocation potential corridor, along which 
it moves freely. In the place where one dislocation is 
closest to another, there is a definite (albeit quite 
small) probability of tunneling from one dislocation to 
the other. By the same token, the electron becomes 
localized in the region where the dislocations come 
close together. 

The energy of such a bound state is somewhat smaller 
than E 1 , and for a more accurate determination of this 
energy we reason as follows. Let the sought energy 
E = E 1 - E be such that the corresponding root of Eq. 
(34) is y * « l. For the solution of this equation we then 
use the asymptotic form of I(y) at small y, and obtain 
the answer in the form 

e IIEJ..I = n'e-'''J.. I sin' e. (35) 

It is seen from (35) and (33) that in this case 

(36) 

Since we have assumed that ak1 » 1, it is obvious that 
the inequality y * « 1 is satisfied practically for all 

angles, with the exception of a small vicinity near zero 
angle. This region is determined by the inequality 
e $ e- 1/ 2ak1 (ak 1)114 and is exponentially small when ak1 
» 1, so that from the practical point of view it can be 
disregarded, since the dislocations cannot be strictly 
parallel. 

By the same token, we obtain the position of the dis­
crete level in explicit form, and, in addition, we verify 
the inequality (30). Since the gapE between the energy 
of the discrete level and the edge of the continuous spec­
trum is exponentially small, the radius of the local~za­
tion of the corresponding finite motion along the disloca­
tion, the order of magnitude of which is 11(mEt112 (see 
(31)), is exponentially large ~ (exp[ ak 1}). This means 
that in this state, too, the electron moves along the dis­
location almost freely. This leads precisely to the 
statement made at the beginning of this section to the 
effect that allowance for the translations along the dis­
location axes cannot greatly influence the spectrum of 
the dislocation band in the considered case of a short­
range potential. 

It is seen from (35) that the main influence on the 
position of the discrete level is exerted by the distance 
between the dislocations whereas the influence of the 
angle between them is appreciably smaller. At a fixed 
distance a, the smallest gap is obtained for mutually­
perpendicular dislocations. With decreasing angle e, 
this splitting increases, and formula (35) remains valid 
all the way to exponentially small angles. At such angles, 
when the condition for the validity of Eq. (34) is already 
violated, a qualitatively correct answer for E (accurate 
to within the pre-exponential factor) can nevertheless be 
obtained from (34) by using the asymptotic form of I(y) 
at large values of y. The same results can also be 
derived from formula (35) by putting y* ~ 1, i.e., 
e ~ exp (- 1/ 2 ak 1). By any of these methods we obtain 

B I IEL I~ (2n I akJ..) 'f,e-''J... (37) 

Consequently, at very small angles e, the splitting cea­
ses to depend one and increases substantially in com­
parison with (35). This is apparently connected with the 
large effective overlap of the "single-particle" wave 
functions in the case of almost parallel dislocations. 
Incidentally, the case of strictly parallel dislocations 
can be investigated quite simply. To this end, it is con­
venient to start directly from (21) 

. J exp[- a(kx' + k,'- 2mEh-')'h]dk, 
ljl, (k,)f(k,)- AljJ,(k,) -00 (k,' + k,'- 2m£h ') '!, . = 0. 

The problem now becomes two-dimensional, the motion 
of the electron along the z axis is free, and we are deal­
ing with determination of the shift of the transverse 
energy, i.e., the quantity E in the relation E = fi2k~/2m 
+ E 1 +E. The calculation of this shift at ak1 » 1 is 
carried out in the same manner as before, and the result 
is 

(38) 

Unlike the case of nonparallel dislocations, the two­
dimensional state is split here into two (the ± sign), but 
both these states pertain already to the continuous spec­
trum, whereas in the case of crossing dislocations only 
one state of the discrete level was split off. As seen 
from (37) and (38), at very small angles the energy of the 
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discrete level comes close to the lower limit of the con­
tinuous spectrum, and a transition from finite to infinite 
motion of the electron along the dislocation takes place. 

Let us proceed to study a system of N dislocations. 
We assume that the dimensionless parameter k1 c-112 is 
much larger than unity. Usually, the dislocation concen­
tration is c ~ 106 -1010 cm-2, and k1 is a quantity of the 
order of 108-106 em-\ so that the indicated parameter 
is always large in real situations. Therefore the distan­
ces between the dislocations ajs should be regarded as 
large. Using this circumstance, and also assuming that 
the angles 8js between the dislocations are not exponen­
tially small, we can reduce the system of integral equa­
tions (22) to a system of degenerate integral equations, 
i.e., in essence to a system of linear algebraic equa­
tions. The method of such a reduction was given above 
for the case of two dislocations. The characteristic 
equation of the system obtained in this manner is of the 
form 

-v,E:I 
ne-al2k.l ne-atak _l 

sin 812 sin 813 

rte-a\tkJ... 

-viEej_l 
3te -a2ak_L 

(39) sine, sin e23 
=0. 

rre -atak .l rte -a2.1k .l l ~-F 
sin 813 sine,, -; iEj_l 

... 

If we introduce the unknown x in accordance with the 
relation x = - (E /1 E 11) 112 and perform the calculation 
with logarithmic accuracy (i.e., we disregard sin 8js in 

the denominators of the matrix elements), then it is easy 
to establish the formal analogy between Eq. (39) and the 
characteristic equation given in the paper of 
I. Lifshitz(3 J for the case of pointlike impurities. The 
only but quite important difference between these equa­
tions is that in our case it is necessary to take into 
consideration only the negative roots x of Eq. (39). 

To explain better the situation arising here, let us 
consider a concrete example of three mutually perpen­
dicular dislocations with 812 = 813 = 823 = 1T/2. Without 
loss of generality we can assume that the distance a12 
is smaller than the other two distances. Then Eq. (39) 
takes the form 

(40) 

Equation (40) has one negative root corresponding to a 
state collectivized between the two closest-lying dis­
locations, and two positive roots, which should simply 
be discarded. We recall that in the case of three impuri­
ties(3J the situation is entirely different, namely, one of 
the positive roots and the negative root correspond to 
pairing of the states near centers 1 and 2, while the 
third root corresponds to a state localized near the 
center 3. This difference between the situations is due 
to the absence of a three-dimensional bound state near 
the individual isolated dislocation. The bound state is 
due to the presence of a pair of dislocations. 

The formal equivalence of the characteristic equa­
tion (39) and of the corresponding equation of[3 1 makes 
it possible to extend to our situation the main conclusions 
obtained in(3J. We make use of the fact that the main 
contribution to the density of states is made by states 
localized near pairs of nearest dislocations. Naturally, 

FIG. 4 

in our case we are dealing with discrete-spectrum 
levels for which E < E 1 . 

If we take into account only the influence of the 
nearest neighbors on the formation of the spectrum, 
then the density of states (normalized to one disloca­
tion), as shown in(3J, can be calculated in accordance 
with the formula 

v(e)=ce-es(') I dSd:) I' e=E.L-E, (41) 

where S(E) is the cross-sectional area of a cylinder 
surrounding the given dislocation and such that if the 
nearest dislocation crosses this cylinder, then the en­
ergy of the corresponding bound state da, 8), calculated 
from formula (3 5), is larger than the given energy E. 

Let us calculate the density of states with logarith­
mic accuracy, i.e., we disregard the influence of the 
angle 8. Then S(E) = (4kit1 · ln2(E/IE1 1) and 

v(e)= 2k:'~~ln 1;.1. 1 1 exp (- 4;.L,ln' 
1
;). (42) 

A plot of the state density (42) is shown in Fig. 4. 
The maximum value of the density of states is ob­

tained at the point Emax• which is located very close 
( ~exp[- 2kf/c]) to the edge of the continuous spectrum. 
In the vicinity of the maximum, the width of which is of 
the order of IE 11 exp (- ki/c), the density of states 
~'max is quite large (proportional to exp[-kl/c]). A 
comparison of the data of Fig. 4 with formula (35) 
shows that the main contribution to the quantum part of 
the density of states is made by dislocations located at 
distances c- 112(k1 c- 112) greatly exceeding the mean 
values. Yet, as we have seen earlier, the classical 
concentration broadening is due mainly to dislocations 
that are separated from one another by average distan­
ces of the order of c -1/2 • 
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