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A general solution of the gravitational equations which contain a fictitious singularity was investi
gated in ref [ll. A solution with a physical singularity was found which was deficient with respect to 
an arbitrary function which would make it a general solution. The present paper investigates the 
question of the way in which inclusion of the deficient function as a perturbation may, during evolu
tion of the solution with a physical singularity, destroy it and yield a fictitious singularity. 

1. INTRODUCTION 

IN this article we wish to return once more to the 
question of the character of the temporal singularity in 
the general solution of the equations of gravitation 
theory. 

We recall first the main premises ofPl, which we 
shall find useful in what follows. 

1. In any space-time it is possible to construct a 
synchronous reference frame, in which the metric co
efficients satisfy the conditions goo = -1, goa = 0. 

2. The determinant of the metric tensor in the syn
chronous reference frame must vanish at a certain in
stant of time t =t0 (in the past or in the future). Con
sequently, the appearance of singularities in the metric 
is inevitable (for an arbitrary distribution of matter). 

3. The solution of Einstein's equations near this 
singularity contains a complete set of arbitrary func
tions of the spatial coordinates (eight physical func
tions in the prese'~ce of matter, plus one function due 
to the arbitrariness in the choice of the initial hyper
surface that determines the synchronous reference 
system). 

Thus, the solution near the singularity is general. 
The indicated singularity is in the general case not of 
the one-time type, but may be made so by suitable 
choice of the reference system. 

4. The invariants of the curvature tensor near the 
singularity under consideration are regular, thus in
dicating that the singularity has a fictitious (coordinate) 
character 1 > . 

5. In a synchronous reference system, we obtained 
a solution with a physical singularity, containing seven 
arbitrary functions of the spatial coordinates. The 
metric of this solution has the following form: 

a, 1"1 = 1, 2, 3. (1.1) 

l) A physical singularity is taken to be a singularity that appears in 
scalar quantities, with a direct physical meaning, such as the energy 
density of the matter, or in second-order invariants of the curvature 
tensor, which represent the eigenvalues of the matrix of the Riemann 
tensor in bivector space [2]. Of course, one cannot exclude the possible 
occurrence of singularities of a different nature, of the type of geodesic 
incompleteness, which we are not considering here (see [3) ). 
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Near the singularity t = 0, the solution is obtained 
in the form of series in powers of t. The zeroth ap
proximation is described by the metric (1.1 ), in which 
the vectors t< 0 >, m< 0 >, and n< 0 > do not depend on the 
time. The exponents Pt, p2, and p3 are connected by 
the following two relations: 

(1.2) 

Thus, these exponents contain also one arbitrary func
tion. One of the exponents must be negative (for con
creteness we shall designate it by the index 1 ). It 
should also be recalled that in the chosen reference 
frame there is an arbitrariness that depends on the 
three transformations of the coordinates xa = xa(xf3 ). 

The nine arbitrary functions l ~>, m~>, and n~> are 

connected by three conditions that follow from the R~ 

components of the Einstein equations. In addition, the 
vector t<o> in the metric (1.1), preceding the factor 

t 2p1 ( p1 < 0 ), satisfies one additional condition 

i<0l rot l<0l = 0. (1.3) 

The coefficients in the expansion of the vectors 1, 
m, and n in powers of t are expressed in a unique 
manner in terms of the zeroth-approximation function. 
Thus, this solution contains only three arbitrary func
tions (seven in a space with matter), i.e., one less than 
needed for a general solution. 

The considerations advanced in Items 1 and 4, to
gether with this result, argue in favor of the absence 
of a physical singularity in the general cosmological 
solution of Einstein's equations. On the other hand, 
however, it follows from the Penrose theorem [31 that 
there exists (under very natural assumptions) a singu
larity whose character, however, no one has succeeded 
in establishing and which, apparently, is so weak that 
it does not appear in the invariants of the curvature 
tensor 2>. 

A natural way of clarifying the character of the 
singularity in the general solution is as follows: 
starting from the solution (1.1 ), we perturb it by in
cluding in the equations terms with 1 cur 1 1 ;e 0 and 

2>oral communication by Carter at the Fifth International Confer
ence on Gravitation and Relativity theory. 
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trace the evolution of this solution3>. U there is no 
physical singularity in the general solution, then we 
should arrive at a solution of the type P1 =pz =0, 
p3 = 1. Precisely such a set of exponents corresponds 
to the case of the general solution with a one-time 
fictitious singularity4 >. 

Naturally, we could in this case obtain also some 
other solution containing an unknown type of singularity. 
In general form, obviously, the posed problem cannot 
be solved, since the method of small perturbations is 
not applicable in this case. Any term l curl l which is 
arbitrarily small at a certain instant of time, becomes 
in the course of time of the same order as the princi
pal terms in the Einstein equations. We shall there
fore carry out the investigation with several particular 
cases of the metric (1.1), and trace, to the extent that 
it is possible, the further evolution of the solution (1.1) 
after turning on perturbations of the type l curl l ;>! 0. 
We shall consider the case of empty space since, as 
shown inPl, the inelusion of matter does not change es
sentially the character of the singularity. 

2. INVESTIGATION OF THE PARTICULAR CASE 
WHEN l curll ;>' 0 

We consider the particular case of the metric (1.1 ), 
when only l curl l ;>! 05 >, and all the remaining scalar 
products of the type m curll, m curl m, etc. are equal 
to zero. We write the metric in the form 

-ds2 = -dt2 + a2 (dx + 11dy)' + b2dy2 + c2dz2, (2 .1) 

where the functions a, b, c, and 1J depend only on t 
and z. The metric (2.1) corresponds to the following 
choice of vectors: 

1{1, 1], 0), m(O, 1, 0), n(O, 0, 1). (2.2) 

Here l · m x n = 1 and the determinant of the metric 
tensor is equal to 

-g = a2b2c'(l[mn]) 2 = a'b2c'. (2.3) 

All the scalar products of the fundamental vectors and 
of their curls vanish, with the exception of 1 curll, 
which equals6> 

lrotl = -1]'. (2 .4) 

The components of the Ricci tensor are: 

(2 .5) 

c [ a3 ( a' \ ( b' ).] 
R 3°=- ;--~11'+b\-) +a - , 

ab 2bc c . . c 
(2 .6) 

3lSuch a procedure, which is possible for the cosmological prob-
lem, cannot be used to solve, generally speaking, the question of the 
character of the singularity arising when the conditions of the Penrose 
theorem are satisfied, since it is not clear to what extent these conditions 
are necessary for the general solution of the gravitation equations. 

4 lWe recall that in the synchronous reference system the singularity 
cannot vanish at all. 

5lin this section we present results obtained by one of the authors 
(Khalatnikov) with E. M. Lifshitz earlier in 1962, but not published 
before. 

6 lThe prime denotes the derivative with respect to z, and the dots 
the derivative with respect to t. 

1 a3 a' ' b' '·] 
R,"= -f (abc)' --11''- b (-) -a(-) 

abc_ 2bc c c _ 
(2 .7) 

1 [ a3 (a1b)1 a3c J Ri=R,'+11R,2=- (abc)·-i--11''- - -?~2 , 
abc 2bc c ~b (2 •8) 

1 [ a3 
( ab1 

)
1 a3c J R,"'=R~'-11R12 =- (a6c)'--!] 12 - - +--~2 , 

abc 2bc c '2b . 

1 [(a'c )' ( a3 
)

1l R,'n= Rt2 = -- --~ - --ll' . 
2abc b be 1 J 

(2 .9) 

(2 .10) 

In empty space, Einstein's equations are obtained by 
equating to zero the written-out components of the 
Ricci tensor. An exact solution of these equations can 
be easily obtained in the case when 1J = 1J ( z ), and the 
functions a, b, and c depend only on the time. It then 
follows from (2 .1 0) that 

r{ = const ='A (2 .11) 

and the solution can be written in the form 

a'= 21Ptl 1 __ _ 

'A ch [2Nt +In (1.ao'/41Ptl) 1 
(2 .12) 

(2 .13) 

(2 .14) 

(2 .15) 

Here a0, b0, Co are integration constants, which we 
shall set equal to unity for brevity. The variable T is 
expressed in terms of the time t by the relation 

d-r = dt/abc. (2 .16) 

The singularity in the solution takes place at T = ± oo. 

Let us trace the variation of the asymptotic form of 
the solution when T ranges from + oo to - oo, Leaving 
out the exponentially small additions, we obtain (we 
assume that P1 < P2 < P3 ): 

I. -r->- +oo, t = e': 
a2 = e2p(C = t2P!, b2 = e2Pfl = t2P1, c2 = e2Ptr = t2Pa, 

(2 .17) 

II. T->--oo, 

(2 .18) 

Thus, starting at large t with a metric of the Kasner 
type a 2, b2, c 2 ~ tzp1, tzp2, tzp3, we arrive as t - 0 
again at a metric of the same type, but with different 
exponents: 

I PI 
Pt =- 1 +2p,, 

1 Pz+ 2p, 
pz = 1 +2Pt' (2 .19) 

These exponents satisfy, naturally, the condition (2 .15 ). 
We recall the parametric representation of the ex

ponents p: 
-u 

Pt= 1 + u+ u2 ' 

1+u 
p,= 1 + u+ u 2 ' 

ps= u(i+u). (2.20) 
1 + u+ u2 

The chosen order of the exponents, P1 < Pz < p3, 
corresponds to a parameter u > 1. The set of expon-
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ents (2 .19 ), corresponding to the asymptotic form as 
t - 0, is obtained from (2 .20) by replacing u with 
u - 1 and interchanging P1 and p2• Thus, whereas at 
t - oo we had a power-law asymptotic form correspond
ing to the parameter u > 1 with negative P1 (which 
corresponds in turn to a broadening of the scales along 
the x axis), as t- 0 we have again a power-law 
asymptotic form with negative p~ and with u' = u - 1 
(broadening of the scales along the y axis, contraction 
along the other two axes). The transition from the 
asymptotic form (2 .17) to (2 .18) occurs in a region of 
T close to T ~r =- (1/2pl) ln ( A/41 P1 I ) (at T~r the func
tion a 2 has a maximum), or in synchronous time 

(2 .21) 

In the general case, when all the functions depend 
on the variables t and z, it is impossible to solve the 
equations (2.5)-(2.10) exactly, but it is possible to 
investigate them qualitatively. A simple analysis shows 
that for t >> ti r and for a specified function TJ' = A ( z) 
that depends ig an arbitrary manner on z, all terms 
with coordinate derivatives turn out to be small in the 
indicated equations, and can be neglected. The terms 
a 2 T} 2/2b2 and a 3cT} 2/2b in Eqs. (2.5), (2.8), and (2.9) 
likewise turn out to be small. When t ~ ti , only the 

cr 
term a 3 A 2/2bc becomes appreciable in the equations; 
this term ensures the transition from the asymptotic 
form (2.17) to the asymptotic form (2.18). In region II, 
which is described by (2 .18 ), the role of the terms with 
coordinate derivatives diminishes, and the role of the 
terms containing T} increases gradually. An estimate 
shows that these terms become of the order of the 
main terms in the equations at t ~ t~~' where 

(2 .22) 

In order to trace the further evolution of the solu
tion, it is necessary to solve the problem at t ~ t~Ir' 
i.e., to find the general solution of the equations in the 
synchronous system, when the metric depends only on 
the time. In this case the solution can always be re
duced to the form 

-ds' = -dt2 + t2P>''dx2 + t2P>''dy2 + t2 P>''dz2. 

From this we get, by a linear transformation in the 
x, y plane and by changing the scale along the z axis, 

-ds2 = -dt2 + (~12t2P." + a22t2P",)dx2 + (b1't2P." + b22t2P,")dy' 
+ 2(a 1b1t2 P>'' + a2b2t2P>'')dxdy + c32t2P>''dz'. 

The functions a, b, c, and T} are then obtained from 
the relations 

We thus get 
a2 = ai2 t2P( + az..2 t2p{'' 

b' = (a,b,- b,a,)' t'P>''+2p/' 
a12t2Pl" + a 2ztZP2" 

!']= 

c2 = cl·{?.P3", 

a1 b1 t2P•" + a2b2t'Pi' 
at2t2p{' -(- az2t2p2'' 

(2 .2 3) 

This solution must be made continuous at the point 
t~~ with the solution (2 .18) in the region II. We note 
that regardless of the signs of the new exponents p", 
the function b2 always decreases at t - 0. Since this 

function increased in the region II, the point til is cr 
extremal for this function. The continuity conditions 
yield 

, Pa+ 2p, 
Pa = 1 +2p,' 

and in the region III, where t << t~~' we obtain the 

following asymptotic form: 

( t )(2p~p,)/(H2p,) 
az""'-' -

'}.. ' 
( t )-2p,{(!+2p,) 

b'~ -
'}.. 

( t )(2p~p,)/(H2p,) 
(2 .24) 

c' ~ ----:;: 'J..'. 

Thus, in the region III, the axes x and y are again 
interchanged, and now the expansion (negative exponent 
of a 2 ) is along the x axis. The final transition from 
the region I to the region III corresponds to replace
ment of the parameter u by u - 1. The region III can 
serve as the starting point for the next stage, as are
sult of which we arrive in the region V, where we have 
a power-law asymptotic form with a new value of the 
parameter u' = u - 2. This process will continue until 
we separate the entire integer part of u and the re
sultant value of the parameter satisfies the condition 
u < 1. Then, in the next stage, the functions a 2 and b2 

begin to decrease, whereas the function c 2 begins to 
increase without limit (the corresponding exponent is 
p3 = u(u- 1)/(u2 - u + 1) < 0). The presence of only 
one diagonal product 1 curl 1 cannot stop this unlimited 
increase. 

3. INVESTIGATION OF THE MORE GENERAL CASE 
1 cur 1 1 ;,; 0, m curl m ;,; 0, n cur 1 n ;,; 0. 
It is of interest to consider the case when all three 

scalar products 1 curl1, m curl m, n curl n do not 
vanish. Since in this case there is no longer a pre
ferred direction along which an asymptotic form with 
negative exponent can be established, we should expect 
a certain qualitatively new behavior of the metric. 

We write the metric in the form 
-ds2 = -dt2 +(a2lal~ + b2mam~ + c2nanB)dx"dx~, (3.1) 

where a, b, and c depend only on the time, and the 
vectors 1, m, and n depend only on the coordinates x, 
y, and z. All the components of the vectors give us 
nine three-dimensional functions, which we subject to 
nine conditions : 

I rotl =A., 
lrotm = 0, 
lrotn = 0, 

m roll = 0, n rot l = 0, 
mrotm = 11, nrotm = 0, 
mrotn = 0, nrotn = v; 

A., "' v = const. 
In addition, we can always fix the condition 

l[mn]= 1. 

(3 .2) 

(3 .3 )* 

We shall show later that the system (3.2)-(3.3) can be 
readily solved by choosing a certain special coordinate 
system x, y, z. Using the formulas of Appendix C of[ll, 
we can readily see that the components Rz, R~, R~, 

R~l' R~, and R~, projected on the triad 1, m, n, vanish 
identically, and for the remaining components we have 

1 1 Ri = -[abc(lna)']' +--[a'A.2 -(b211- c'v) 2] = 0, 
abc 2a2b2c2 

Rmm=-1 (abc(lnb)l+--1-(b4112 -(a2).-c1v) 2]=0, (3.4) 
abc 2a2b2c2 

*[mn] =mxn. 
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1 1 
Rnn = -(abc(lnc)"J"+--[c'v2-(a2A.- b2~-t)2J = 0; 

abc 2a2b2c2 

Rc0 =(In abc)"+ (Ina)"2 +(In b)•2 +(In c)"2 = 0. (3.5) 

It is impossible to solve such equations exactly, but we 
can investigate them by the method employed above. 
We note that now the problem is simpler, since the 
scalar products of the vectors by their curls are speci
fied constants, and the functions a, b, and c depend 
only on the time. 

It is easy to see that we need actually know only the 
solution (2.17)-(2.18). We shall assume that A= J.1. =v 
> 0. Choosing the initial point t 0 « 1 and sufficiently 
small A, such as to make 

(3.6) 

we can start with the metric 

(3. 7) 

The procedure is again repeated as before, the only 
difference being that now we shall alternately include 
into consideration all three scalar diagonal products 
1 curll, m curl m, n curl n, depending on which of the 
functions increases during the stage under considera
tion. In each such stage, we use the solution (2 .17 )
(2.18), making it continuous with the end of the previous 
solution. As a result we obtain an infinite number of 
oscillations down to t = 0. The direction of the axis 
along which the expansion of the scales takes place 
(negative exponent) will also change an infinite number 
of times. 

Let us examine in greater detail the behavior of the 
numerical values of the exponents p. If at the initial 
instant of time the inequality P1 < P2 < p3 (u > 1) holds, 
then as result of a finite number of oscillations we ar
rive at u < 1. This violates the inequality for the ex
ponents, which are now in the order P1 < p3 < P2· How
ever, we can make the transformation u - 1/u and 
interchange the indices 2 and 3 (or the axes y and z), 
and thus restore the inequality P1 < P2 < P3· The re
duction process will then continue until we separate the 
entire integer part from 1/u, and again arrive at a 
parameter u' < 1, etc. If the initial value of the 
parameter u is a rational number, i.e., it is a ratio of 
two natural numbers m/n, then by two operations 
u - u- 1 and u- 1/u we can reduce this number to 
zero. Thus, when the initial parameter is a rational 
number, we arrive at a solution with P1 = P2 = 0, p3 = 1. 
However, for an irrational number the process under 
consideration can never stop. We can come very close 
to u = 0, and then again move away from this value. 
Thus, we arrive at the need for investigating the prop
erties of our solution at values of the parameter u 
close to zero. 

4. INVESTIGATION OF THE CASE WHEN u « 1 OR 
u»1 

According to (2 .20 ), the exponents P1, P2, and P3 
are invariant against transformations of the parameter 
u - 1/u, and consequently the cases u << 1 and 
u >> 1 are equivalent. In order to retain the customary 
order of exponents P1 < P2 < p3, we shall consider the 
case u >> 1. 

At a large value of the parameter u, as we have 
seen from the qualitative considerations, two functions 
(assume for concreteness that these are a and b) vary 
quasiperiodically, and the third function (c) decreases 
with decreasing time. It turns out however, that the 
character of the solution at large values of the 
parameter u can also be investigated quantitatively. 
The possibility of solving the system of equations (3.4) 
-(3.5) in this case is based on the fact that, owing to 
the decrease of the function c, there always occurs an 
instant of time (still at large values of u), when this 
function becomes smaller than the two others. We in
troduce the new variable 

d-r: = dt /abc, (4.1) 

Then the equations (3.4) and (3.5) assume the form (the 
index r denotes henceforth differentiation with respect 
to this variable) 

(In a2)n = (~-tb2 - vc2)2- 1.2a•, 
(In b2)n = (l.a2 - vc2)2- ~-t2 b', 

(In c2)n = (l.a2 - ~-tb2)'- v2c', (4.2) 

(In a),(In b}. +(In a).(ln c).+ (In b).(ln c).= 1/ 2(In nbc)n. {4.3) 

Let us examine the behavior of the solution in that 
region of the variable r, with one of the functions, say 
c, becoming so small that it can be neglected com
pared with the two others a and b. In this case Eqs. 
(4.2) and (4.3) yield 

(x+'P)n=O, (4.4) 
(x-'P)n = 21.2(e2~-e2'), (4.5) 

IJl,(x•+'P,) =-X•'P•+I.2(e•-e~)2. {4.6) 

We have used here the notation 

a2 = e', b2 = e~, c2 = e~ (4. 7) 

and we have put A = J.1. = v, which obviously does not 
decrease the generality of the investigation. Further
more, the last equation of (4.2) will not be written out, 
for in the case x r + CfJr _. 07 > it is the consequence of 
the system (4.4)-(4.6). We write the solution of the 
Eq. (4.4) in the form 

x+<p=p(-r:--r:o), (4.8) 

where p = const, and we assume for concreteness that 
p > 0. Introducing the new variable 

41.. S = - eP(<-<o)/2 (4.9) 
p 

and the notation x - cp = q, we obtain two equations 

1 
qi< + ""f q0 + sh q = 0, (4.10) 

1 1 
IJl•= - 26 +g-s(q•2+2chq-2). (4.11) 

Since p > 0, variation of r from +co to - co corre
sponds to variation of ~ from +co to zero. 

Let us consider the regions ~ » 1 and ~ « 1. An 
analysis of Eq. (4.10) shows that in the asymptotic 

7)1f x,. + 'P, = 0, then it follows from (4.6) that <P = x = const, and 
we arrive at the trivial solution a= b = const, c = t, which does not satisfy 
the initial conditions of interest to us, u * 0 or u * =. 
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region ~ >> 1 its solution is given by 

4A [ A2 6A4 - 1 ( 1 )1 
q= Y1 sina- 12£ (6sina+sin3a)+~cosa+O (;'( , ) 

4.12 
a=£-so+A2 ln£, (4.13) 

where A and ~ 0 are arbitrary constants. 
In the region ~ « 1 we have 

q = 2k In £ + 4 In s (4.14) 

(k, s = const). Calculating the correction oq to the 
principal approximation (4.14), we obtain it in the form 
of a linear combination of two powers ~ 2 -2 k and ~ 2 + 2 k. 
It follows therefore that the requirement oq « q when 
~ « 1 yields 

-1 <k < 1. (4 .15) 

We now consider the function lj!. From (4.12)-(4.15) 
and from the equation (4.11) we obtain 

I const + 2A 2s +(A'- _1_ )In£+ A' cos 2a + 0 (~) 
2 :!£ s' · 

ljJ= k2 -1 
canst + --2 -In s, s .q; 1 

Consequently, when ~ » 1, 

a'=_!'__; exp[ 2A_ sin(£- so+ A2 ln £) J + 0 ( 1_) , 
4/c 1£ YS 

5~1. 
(4.16) 

b2 =_!'__£exp[ - 2~ sin(s-so+A'Ins)l+o( ~). (4.17) 
4/, is Ys 

c2 = co2£A'-'h e'A'' [ 1 + 0 ( T) J 
and when ~ « 1 

ps' p 
a• = -4, (;l+k, b' - -- ~,'-k c• = co's(k'-1)/2. ( 4.18) 

r. - 4f..s2 ' 

In the region where the solution (4.17) is valid, it is 
possible in principle to express all the functions in 
terms of t. The connection between the synchronous 
time t and the variable ~ is given by the formula 

/c(t- to)= 2~z (;'f,A'-'1• eA'o[ 1 + 0( +)] . (4.19) 

Thus, in this rather wide region (with decreasing t) the 
functions a and b oscillate against the background of 
a slow decrease. As to the function c, it decreases 
monotonically approximately like c 2 ~ e. 

At a certain value of t corresponding to the variable 
~ ~ 1, we fall into a region which is already described 
by a solution of the form (4 .18 ), namely, the function c 
begins to increase (since k2 < 1 ), and one of the func
tions a (or b) begins to decrease. We then return quite 
rapidly, as soon as the function a becomes smaller 
than the two others, to the regime described by formu
las (4.17). 

Thus, the solution of the system of Eqs. (4.2) goes 
asymptotically through prolonged periods described 
by formulas (4.17 ), and short periods described by 
(4.18). The prolonged periods (4.17) correspond to a 
variation of the parameter u from a very large value 
to u ~ 1, discussed in Sec. 3. As indicated, during the 
course of the evolution the solution will come close to 
the Kasner type with exponents P1 = P2 = 0, and pg = 1. 
Numerical calculations were also made of Eqs. (4 .2) 
with arbitrary initial conditions satisfying (4 .3 ). 

These calculations confirm fully the picture obtained 
by the analytic method. The figure shows plots of 
typical changes of the functions a, b, and c. Equations 
(4.2) were solved under the condition A.= 1J. = v =1 (this 
can always be done by simply redefining a, b, and c in 
the case when A., IJ., v > 0), and under the following 
initial data at the point T = 0: a 2 = 1, b2 =2, c 2 =1.5, 
(a2 )7 = 0.5, (b 2)y =0, (6), (c 2)y = -10.65, satisfying 
Eq. (4 .3 ). The function c 2 decreases quite rapidly, 
and is of the order of 10-19 already when T ~ 8. The 
function a 2 also decreases monotonically starting 
with r ~ 70, and subsequently becomes smaller than 
c 2• Then (as is clear from a qualitative analysis of the 
equations, and also from other diagrams which are not 
presented here), a prolonged period similar to that 
shown here again sets in, but with much smaller am
plitudes and oscillation frequencies of the functions b2 

and c 2 • 

But will this yield a solution with a fictitious singu
larity in the general case, when in the region P1, P2 

~ 0, p3 ~ 1, there are included arbitrary perturbations 
satisfying the complete system of Einstein's equations? 
Unfortunately, it is impossible to investigate this pro
cess rigorously. But it is possible to advance a simple 
consideration, based on the assumption that when u 
u - 0 ( u -oo) we are located near a flat space de
scribed by the metric (compare (4.17) and (4.19)), 

-ds2 = -dt2 + d:JJ- + dy2 + 12dz2• (4.20) 

Since (4 .20) describes a flat space with a fictitious 
coordinate singularity it is natural to expect that such 
a solution is stable against small perturbations. Dur
ing the process of the evolution of the solution of Eqs. 
(4.2) and (4.3) with a physical singularity, we come 
close to a stable metric (4.20) and we stay for a long 
time near it. This gives grounds for assuming that al
lowance for the dependence of the metric (3.1) on all 
the coordinates (which is not taken into account in the 
particular case considered here) leads to elimination 
of the physical singularity. 

The authors are grateful to E. M. Lifshitz for per
mission to include in this paper certain results ob
tained by him together with one of the authors (I.M. 
Khalatnikov). The authors are grateful to L. Grishchuk, 
A. Doroshkevich, and I. Novikov for taking part in a 
discussion of the results, and also to V. Mil'man and 
N. Rabinkin for the numerical calculations. 
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APPENDIX 

Let us indicate here certain particular solutions of 
the system (4.2) and (4.3), and also a solution of Eqs. 
(3 .2 ). 

The system (4 .. 2), (4.3) has an exact particular solu
tion in the case when 

(A.1) 

(or the same for any arbitrary other pair of functions). 
The solution is of the form 

c'= 2IPI 
lvlch(2p<-c1)' 

(A.2) 

1 ch(2p<- c1) 

2IPI ch2 (p< - Cz) ' 
v>O 

/,_a2= (A.3) 
1 ch(2p<- ct) 

2IPI sh2 (p< - c2) ' 
v<O 

Here p, c1, c2 are arbitrary constants and it is as
sumed that A, J.L > 0. Let us consider, for example, the 
case v > 0. When T- - oo (we assume that A = J.L = z; 

= 1, c1 = c2 = 0, and p = ]'2 ) we have 
1 ch 1: 1 

c2 = ~ = 2e' + O(e2'), a2 == b2 = ---=-+ O(e') 
4ch2 (</2) 2 (A~4 ) 

In synchronous time, this is the metric (0, 0, 1) 
(t - 0, T- - oo ). The same holds also for v < 0. We 
note that by means of rotation in this plane, which is 
connected with the functions a and b, it is always pos
sible to cause one of the scalar diagonal products of 
the form l curll to vanish. Such a rotation is missing 
only when all the functions a, b, and c are different. 
But by taking the solution (A.2 ), (A.3) as the zero-th 
approximation, one can attempt to perturb it in such a 
way as to obtain a general solution with a small differ
ence Aa2 - J.J,b 2• 

Denoting a 2, b2, and c 2 in accordance with (4.7), 
we write for each function the expansions 

X= Xo+x' + X2 + ... , ex= exo+ ex"Xl + e'"(Xz + '/,x,')+ ... , (A.5) 

where X1 and x2 are quantities of first and second 
orders of smallness, and xo is taken from the exact 
solution (A.2 ), (A.~I ). Writing the equations of first and 
second orders of smallness and solving them in the 
asymptotic region T - - oo, we obtain 

X = xo + a, + a, cos<+ a, sin<+ 'h ( a,2 + a52 ) < + 
+ (a,as- 1/,a,a.;) cos<- (a3a4< + 1/ 2a 3a5) sinT + O(a3), 

<p = <po +as- a4 cosT- a5 sin<+ 1/2(a,2 +a})<-
- ( a3a5 - 1 / 2a3a 4) cos T + ( a3a4< + 1/ 2 a3a 5) sin< + 0 ( a3 ), 

'ljJ = ¢o +a,+ a2T + 1/4(a42 + as2)T2 -

- 1/s(a,2 - as2) cos 2T- 1/ 4 a,a5 sin 2< + O(a3 ). 

(A.6) 

Here a are arbitrarily small constants, and terms of 
the order e 7 and higher have been omitted. Altogether, 
the solution yields five arbitrary constants, i.e., as to 
many as should be possessed by the general solution of 
the system (4.2), (4.3). It follows from (A.6) that the 
expansions are good only up to certain limited values 
of T, since they contain divergent expressions 8 > 

(A.7) 

8lThe remaining divergences are only illusory, since they are con
nected with the variation of the argument of the exponential of the 
zero-th approximation of the function c, and the variation of the fre
quencies of the first approximation of the functions a and b. 

This means that the functions a and b will not approach 
a constant value asymptotically, but will start to de
crease. On the other hand, the functions c will begin 
to increase, i.e., we again arrive at oscillations. Such 
a result is obtained in any attempt to construct a solu
tion in which it is possible to neglect any function com
pared with the two others (see Sec. 4). 

Let us consider now Eqs. (3.2). By means of three
dimensional transformations xa = X a ex. {3) it is always 
possible to fix a system of coordinates by means of the 
conditions l3 = m 3 = 0, n3 = 1, after which there re
main also transformations of the type 

x• = x"(xh), x 3 = x' + f(x") (a, b = 1,2). (A.8) 

Then we get 1· m x n = l1m 2 - l2ffi1, and the difference 
of the equations m curl! = 0 and l curl m = 0 yields 

mrotl-lrotm =(11m2 -12m1),, =~ 0. 

Thus, l· m x n does not depend on the variable z, and 
by choosing the Jacobian of the remaining two-dimen
sional transformations we can make l · m n equal to 
unity. Solving then Eqs. (3 .2) under the conditions 

l3 = ma = 0, n3 = 1, l[mn] = 1, (A.9) 

we obtain a general solution that contains two arbitrary 
functions of the variables x, y, and a certain number 
of arbitrary one-dimensional functions. However, after 
satisfying ( A.9 ), the transformations (A.8) contain two 
other two-dimensional functions, and again a certain 
number of one-dimensional functions that depend on 
those coordinate conditions, which fix the remaining 
two-dimensional functions. It can be shown that by a 
special choice of the indicated arbitrary functions it is 
possible to reduce the solution to the form 

ls= 0; 

(A.10) 

ms=O; 

"' = 0, ns = 1, 

where {3 is an arbitrary constant. In accordance with 
(A.10 ), the metric assumes the form 

ra2cos2 fAflZ b2sin2fAflZ l 
+ c'v'y'] dx' + ----- + -- 1 dy2 + c2 dz2 

[l(~-vy2) 1.(~-vy2), 

+ ( a2 V : - b' V ~ )sin 2l'A.rtz dx dy- 2c2vy dx dz. (A.ll) 

There can arise different cases, depending on the signs 
of the constants A., J.L, v, {3. In the case z; > 0, the 
metric (A.ll) reduces by a transformation y = ..f73Tv 
cosy to the form of a metric of the ninth type (in ac
cordance with the Bianchi classification) admitting of 
a group of motions G3 on V 3. Then the particular solu
tion (A.2), (A.3) turns out to be Taub's solutionr41 

We present finally formulas for the invariants of the 
metric (3.1 ). The latter are the eigenvalues of the A. 
matrix of the Riemann tensor in bivector space. We 
note that in the calculation of the Petrov matrices M, 
and N in the triad al, bm, en, the latter are immedi
ately obtained in canonical form of type 1: 

(A.12) 
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1 li c l ""' = -- [ J.Lbli + vee- 2J.aa +- (J.a2- vc2) +- (A.a2- ~tb2 \ 
2abc b c 

(A.13) 

1 [ a c J !-., = -- A.aa + vee- 2J.Lbli +- (J.Lb•- vcz) +-· (J.Lb•- J.a•) 
2abc a c 

],4 + A, + As = 0. 

A qualitative analysis shows that the indicated invari
ants increase on approaching the singularity t = 0. 
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