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A system of equations for the spectral densities is proposed for the purpose of solving problems in 
quantum statistical mechanics. The effectiveness of this method is demonstrated by solving the BCS 
model of superconductivity and the one-dimensional quantum Ising model with anisotropic interaction. 
In the latter instance the solution obtained here is an essential improvement over results derived 
previously by means of other methods. 

1. INTRODUCTION 

THE use of methods from quantum field theory in quan­
tum statistical mechanics and many-body theory has 
witnessed a considerable development. This refers in 
the first place to the Green's function technique (in 
momentum space) in quantum statisticsYl Since in this 
case all thermodynamic properties are determined from 
the one-particle Green's1 function, the fundamental prob­
lem reduces to finding a' sufficiently accurate approxi­
mation for this function. The system of equations for 
the Green's functions is an infinite coupled system of 
equations, expressing then-particle Green's function in 
terms of the Green's functions of higher numbers of 
particles. Therefore, in attempting to solve this system, 
one must truncate it, and in each stage of truncation the 
system turns out to be incomplete; only an approxima­
tion procedure, expressing the Green's spectral func­
tion in terms of lower order functions completes this 
truncated system. This can be done consistently only in 
those cases when the problem involves a smallness 
parameter permitting the separation and summation of 
essential diagrams and leading to a good approximation 
for the one-particle Green's function (or the mass 
operator). In those cases when the problem does not 
have a small parameter, the problem of obtaining a 
finite system of approximating equations which is closed 
has not yet been solved. 

In this connection, the method of spectral densities, 
to be discussed below, may prove to be of considerable 
interest. The reason for this is the fact that in the final 
count all interesting quantities can be expressed in 
terms of the spectral density of the Green's functions. 
In particular, all thermodynamic characteristics of the 
system can be expressed in terms of the spectral den­
sity of the one-particle Green's function in a simple 
manner (cf. Eqs. (2.6), (2.7) and (2.10)). On the other 
hand, in quantum statistical mechanics there exists a 
close connection between the various expectation values 
of field operators in the grand canonical ensemble[1 ' 2 J. 

This circumstance allows one, taking into account the 
Hamiltonian of the system, to derive for these funda­
mental quantities (spectral densities of the one-particle 
Green's function) a closed system of exact equations, 
giving in integral form a relation between the various 
moments of the spectral densities and the equal-time 
commutators of the field operators with the Hamiltonian 
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of the system (cf. (2.11)), thus reflecting the exact dy­
namics of the model under consideration. In terms of 
these relations all known approximation methods (the 
Hartree-Fock, method, the method of canonical trans­
formations, etc.) could be reclassified according to the 
form of the spectral density and the number of exact 
relations in the system of moments of the spectral den­
sity satisfied by these methods. The principle for 
selecting the best approximation for the spectral den­
sity can be formulated in the following form: an ap­
proximation for the spectral function will be better if 
number of exact relations it satisfies rigorously is lar­
ger. Thus, the Hartree-Fock method corresponds to 
solving the equations in the class of functions which ap­
proximate the spectral density by means of a single 
delta function (cf. (2.20)), the first two moments of the 
spectral density being rigorously satisfied (the normal­
ization condition involves the zeroth and first moments). 
Further, considering the solution for the spectral den­
sity in the class of two delta functions, one obtains that 
for the model Hamiltonian (cf. Sec. 3 and the end of 
Sec. 4) this is equivalent to the method of linear canon­
ical transformations. However, in the general case of a 
four-fermion interaction the results obtained are con­
siderably better than those guaranteed by the method of 
linear canonical transformations (cf. Sec. 4). In this 
case the spectral density satisfies rigorously three re­
lations in the system of moments, as compared to two 
for the Hartree-Fock approximation. 

In the present paper we expose the essence of the 
method (Sec. 2) and concrete applications to solving the 
BCS model of superconductivity (Sec. 3) and the one­
dimensional quantum Ising model with anisotropic inter­
action (Sec. 4). 

2. THE METHOD OF SPECTRAL DENSITIES 
(A CLOSED SYSTEM OF EQUATIONS) 

We consider a system of interacting fermions in a 
volume V. The dynamical behavior of the system is 
defined by giving the Hamiltonian H = H(ap,y; ~,y>• 
where ap, Y and ~, Y are the field operators satisfying 
the canonical anticommutation relations associated to 
Fermi statistics. We shall be interested in the sequel 
in systems with binary interactions for which the 
Hamiltonian conserves the total particle number. 

The thermodynamic properties of such a system are 
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conveniently investigated by means of a function of the 
form 

(2.1) 

which we shall from now on call the first spectral den­
sity, or simply spectral density. The expectation value 
everywhere is understood to be over the Gibbs grand 
canonical ensemble; ap, y is the field operator in the 
Heisenberg picture. Taking the Fourier transform of 
the spectral density Ap, y ( r) and assuming that the 
Hamiltonian admits a complete set of eigenstates, i.e., 
that Hin) = Enln) and (nln) = 1, one can write a spectral 
representation of the function Ap,y(w) in terms of the 
variable w. Transforming directly the definition of the 
spectral density (2.1), we obtain 

Ap, -,(w) = ~(nja,~vlm) (mjap,vjn,) e-~E,. 2nl\(w +Em- En) (1 + ei'"'). 
n1, n 

(2.2) 

Thus, Ap,y(w) is a real positive definite quantity. 
Analyzing Eq. (2.2) one can see that the average occupa­
tion numbers are easily expressed in terms of the spec­
tral density: 

_ ( + ~~ dw Ap,v(w) 
n =a a = ----

p, v p, v p, ,) -oo 2n 1 + e~"' . (2.3) 

We now show that for the case of a pair interaction 
the energy of the equilibrium state with given density of 
physical particles is easily expressed in terms of the 
spectral density. Indeed, let the Hamiltonian of the sys­
tem have the form: 

H = Ho +Hint, Ho = ~ er.va;,,ap,v, (2.4) 
p,v 

where Ep, y is an arbitrary real function containing in 
thE! usual manner the chemical potential fJ. of the system. 
Then, using the equation of motion for the Heisenberg 
field operators, one obtains for the spectral density the 
equation 

( i : .. - ep,v )Ap, v(-r) =([(Hint; a!,vl-; ap,v('t')]+). (2.5) 

Utilizing in the right-hand side of (2.5) the spectral 
representations obtained in a form analogous to (2.2), 
then for the case of a pair interaction one can assert 
that the following formulas are valid even if the concrete 
form of Hint is not specified: 

Eint =(Hint>= _1_ ~ ~ dw _(w- ep,v)Ap,v(w) (2•6 ) 
V V 2Vp,v-oo2n 1+e~w 

and similarly, after a simple manipulation 

E- 11N=_<!!_!_=__!_ ~ f dw (w+ep.v)Ap,v(w) (2.7 ) 
V V 2V · J 2n 1 + e~"' · 

p,'\' -oo 

The formulas are easily verified to be true by directly 
calculating the right-hand side of (2.5) and using for 
Hint. e.g., the expression: 

Hint= ~ ~ 1\p,+p,; p,+P• <p(p2- Pa)ap";, v, ap;, ;, ap,, v,ap,, "" (2.8) 
'\'1; ])I···P4; 'V2 

where g is a coupling constant taking arbitrary real 
values and cp(p2 - p3) = cp(p3 - p2) is the arbitrary real 
function which defines the interaction. A sufficiently 
large number of practically interesting problems leads 
to Hint of the form (2.8); however in the derivation of 

(2.6) and (2.7) only the pair character of the interaction 
is essential, and not its concrete form. 

In a similar manner one can derive the other equa­
tions which are important for a study of the thermo­
dynamic properties of the system, e.g., an expression 
for the (Helmholtz) thermodynamic potential 
n =- {f' 1 ln Z can be obtained in terms of the spectral 
density, Ap,y(w) where 

(2.9) 

In this computation we assume that Eq. (2.6) is valid 
and we do not specify the explicit form of Hint; we also 
assume that Ep y does not depend on g (cf. (2.8)), 
although the ge~eralization to that case is obvious. 
Differentiating n with respect to g and then integrating, 
we derive the following formulas: 

_!_ ( Q) = _!__ ( E;nt ) 
ag v; g , v . ' 

g d co 

( Q- Q0 ) = _1_ ~ 1 ____!!__ ~ dw (w- Ep, v)Ap, v(w) , (2.10) 
V 2V J g1 • 2n 1 + e~"' 

p, V 0 -oo 

where Go is the thermodynamic potential for g = 0, a 
quantity one can usually easily calculate. 

Thus, for the determination of all thermodynamic 
characteristics of the system it suffices to know the 
spectral density Ap,y(w). If the spectral density is 
known, the remainder of the investigation does not pres­
ent any difficulty. 

We now indicate a method which allows one to calcu­
late the spectral density, given the Hamiltonian of the 
system. In this case, using the definition of Ap,y(w) and 
the equation of motion for the Heisenberg field opera­
tors, we obtain the following infinite system of moments: 

r dw + J · 2n wmAp, v(w) = ([[l/, ... (H, ap, vlJ-m; ap,v]+), m = 0, 1, ... , (2.11) 
-oo 

i.e., knowing the explicit form of the Hamiltonian of the 
system we can in principle calculate the right-hand 
sides of the equations (2.11), giving the moments of the 
spectral density Ap,y(w). However even in this case 
there remains a problem, since the expressions ob­
tained in this manner have to be made self-consistent, 
i.e., expressed in terms of the Ap,y(w), and only in this 
case will the system be closed and we have the possibil­
ity to find the exact explicit form of the first spectral 
density. This method allows one to solve a series of 
classical problems, and also problems for which the 
number of independent commutators is finite. Neverthe­
less, for the majority of practically important problems 
this way of posing the problem is unrealistic, in view 
of the absence of recurrence relations among the vari­
ous moments and the complicated form of the expres­
sions obtained in this manner. 

However one can always indicate a closed system of 
relations for the spectral density Ap,y(w). Indeed, as-
suming the validity of the expression (2.4) for the total 
Hamiltonian we obtain an operator expression for the 
first moment of the system (2.11): 

(2.12) 

If Hint is given explicitly (cf. (2.8)) it is easy to com-
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pute this expression, and we find that the zeroth and 
first moments are of the form 

where we assume that fP(O) is a finite quantity, other­
wise one must make the Hamiltonian of the system more 
precise. These two relations are self-consistent, since 
f\>,y is easily expressed in terms of Ap,y(w) (cf. (2.3)) 
and is exact. 

Further, we compute the second moment of the spec­
tral density Ap,y(w). Using (2.4) one can write the fol­
lowing operator expression: 

S .. dll}. + 
_,zn~ro- 8p, v) 2 Ap, v(ro) = \[[H;nti ap,v]-; {ap, vi Hint]..:.]+)· (2.14) 

One can evaluate this expression explicitly for Hint in 
the form (2.8). Indeed, simple transformations of the 
equal-time commutators leads to 

.. d L 2: (ro- ep,v) 2 Ap,v(ro) = L(p I g) 

( 2g )"" f dw ~w + V ..w. q:(p-pt) Jz;(ro-ep,.v)Ap,,v(w)thT. (2.15) 
p, 

In the derivation of (2.15) we have used the spectral 
properties of Ap,y(w) and the equation of motion (2.5), 
and have expressed some of the two-particle correla­
tion functions in a self-consistent manner. However at 
this stage the second moment of Ap,y(w) is still not 
self-consistent, since the effective constant of the prob­
lem is not expressed in terms of the first spectral den­
sity for an arbitrary potential. In order to obtain a 
closed set of relations for the case in which one con­
siders the second moment of the spectral density 
(cf. (2.15)) it is necessary to introduce into considera­
tion the higher spectral densities, for which the explicit 
form is selected according to the form of Hint. For a 
Hint of the form (2.8) it is convenient to select the sec­
ond spectral density in the form 

In the same manner as in the case of the first spectral 
density ~,y(w) one can write an infinite system of mo­
ments for A_ 'Y . p 'Y (w) analogous to the system --pl) 1' 4' 1 

(2 .11). This is not necessary, however, since the first 
two moments are completely sufficient for our purposes. 
Utilizing the explicit form of Hint (cf. (2.8)), we obtain 
the following expressions: 

~d 

~~2= Ap,,y,; p,,v, (ro) = (Vn.Sp,, P•- iip,,y,), 

""dw 
~ 2n (ro-e~,, v,)Ap,.v,; p,, 1 , (w) = 2gmp(p1 - p4 ) 

-~ 

2g _ ( zn -v ~q;(p,-r:;,)np,,v,+ .vJ 
p., 

-1 dw Ap,,v,(roHro-e~,.v,). (2.17 ) 
-~ 2n 1 + e~" 

and now the effective coupling constant of the problem 
can be written in terms of A_ 'Y • p 'Y (w) in the form --pl, b 4' 1 

L(~lg)= t~Y ~ cp2(p,-pa)iip,,,., 
P~oP2;'\h 

2 2 "'d A , ' g) "" .( . ) 1 w p,y,,,,y,(ro) 
-, \ V · .oW cp- Pt - P• J 2n 1 + e~" 

])u, '1'1; P~ -oo 

-2gcp(O)n( 2:) ~ cp(p-p1). (2.18) 
p, 

The fact that the system (2.13), (2.15), (2.17) and (2.18) 
is again closed is remarkable, however now, in distinc­
tion from the first set of relations (2.13) this system 
effectively takes into account the two-particle correla­
tions which appear when the interaction is switched on. 

Further, if we do not restrict ourselves to consider­
ing only two-particle correlations, but are also interes­
ted in, e.g., three-particle correlation functions, it be­
comes necessary to consider the third moment of the 
first spectral density, which for the Hamiltonian (2.4) 
has the form 

.. dro 
~ 2 -(w- ep,v) 3Ap,v(w) = ([[Ho; Htnt]-; ap,y+]_; [ap,vi Htntl-1+) 

~oo n 

(2.19) 

However, the calculations for an arbitrary potential, 
even if Hint is represented in the form (2.8), are suffi­
ciently complicated, although for concrete special cases 
(cf. Sec. 3, Eq. (3.17)) they are entirely feasible. Never­
theless it is clearly visible that at each stage of the 
calculation one obtains a closed system of relations. 
Indeed, computing (2.19) for a system with pair interac­
tions one can verify the appearance of three-particle 
correlation functions (the remainder will be self-consis­
tent on the basis of the preceding stage of calculations). 
Then it is necessary to compute a system of moments 
for the three-particle correlation functions, or more 
correctly, the first two moments, which can be ex­
pressed in a self-consistent manner in terms of the 
same functions. 

Thus the system of relations will again be self-con­
sistent, exact, and closed, with the three-particle corre­
lation functions taken into account exactly. In a similar 
way one can increase steadily the total number of rela­
tions considered for the first spectral density, relations 
which at each stage of the calculation will be self-con­
sistent and closed, a feature which is absent from the 
usual Green's function method. The approximation to the 
spectral density A y(w) will be the better, the higher 
the number of rela~lons which it satisfies simultaneously. 
It now becomes necessary to indicate how the system of 
closed relations can be converted into a system of 
closed equations, and how to construct the simplest ap­
proximations to the spectral density Ap,y(w). It turns 
out that for this it suffices to assume a class of func­
tions which can be selected for approximating Ap,y(w); 

within that class· of functions we obtain a closed set of 
equations which can be solved by means of the usual 
methods. 

Indeed, consider the system of equations (2.13) and 
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assume that 

. \p,v(w) =2m5((•l-Wp,v), (2.20) 

where wp, y is the spectrum of one-particle elementary 
excitations, which has to be determined; then the second 
equation implies that wp, y satisfies the integral equation 

(2.21) 

which is typical for the Hartree-Fock approximation. 
This is understandable, since the selection of the spec­
tral density in the form (2.20) corresponds to an attempt 
of replacing the real spectrum of elementary excitations 
by an effective undamped spectrum for the one-particle 
excitations. It is important that we can always control 
the selected approximation for the spectral density. 
Indeed, for this it is necessary to analyze the consecu­
tive enlarged system of relations for the class of selec­
ted functions, i.e., in this case we must verify whether 
the equations (2.15) and (2.17) are valid, whether the 
spectral density is of the form (2.20) and the spectrum 
of elementary excitations satisfies the equation (2.21). 
We note that for the higher spectral density this will 
correspond to the usual decoupling (clustering), i.e., 

(2.22) 

and the enlarged system of relation will not be valid for 
an arbitrary potential and g.- 0. 

Thus the Hartree-Fock approximation for the Hamil­
tonian with pair interaction of the form (2.8) can be 
qualitatively justified only as a rough approximation, 
although in a series of cases it does not yield bad re­
sults. One must therefore treat ordinary perturbation 
theory with caution, though it yields in a first approxi­
mation the indicated result. 

Further, it is easy to indicate a Hamiltonian for 
which the solution for the spectral density of the form 
(2.20) may be selected as a zero order approximation. 
In distinction from (2.8) this Hamiltonian has the form 

~ "' + + lf;,, = V L.! [<r (0)- <p(Pt- /h)llv,.v,] ap,.r,aP,vPP"''ap,,v,. (2.23) 
)lJ,'I'J"/)~:'\'2 

It is not hard to verify that for a Hamiltonian of the form 
(2.23) the equation (2.13) for the first spectral density 
remains valid; consequently the solution (2.20) is also 
valid, but nJw the second moment of the spectral density 
has a completely different form, namely 

r dw ( 2g )2 
.1 :!rt(w-ep,v) 2.\p,v(w)= \V ~ [rp(O)-rp(p-pt)6,,,,] 

-oo )'1/'1:/121V2 

>< [<p(O)- <r (p- p,) ll-1.vJ ( 11 p,.v,np_,v). (2.24) 

This expression is obtained by direct calculation accord­
ing to Eq. (2.24), utilizing the explicit form of the 
Hamiltonian Hint (cf. (2.23)). 

It is now sufficient to assume that (n..... y n..... y ) 
}Jl' 1 l-'2' 2 

~ n.... y Ii... y and it can be seen by direct substitution 
}Jl' 1 }J2, 2 

that the spectral density in the form (2.20) satisfies the 
se,~ond moment; and since the indicated factorization of 
the two-particle correlation function is usually valid 
for lgl « 1 (cf., e.g., the anisotropic quantum Ising 
model, Eq. (4.34)), one can definitely state that for the 
model with Hint of the form (2.23) one can successfully 

use perturbation theory, where as a zeroth approxima­
tion one uses the spectral density in the form (2.20) . 

Thus we have demonstrated on the simplest example 
how to analyze the equations and their solution, as well 
as control methods. Further there arises the natural 
desire to improve the approximation for the· spectral 
d?nsity Ap,y(w) in such a manner that it satisfies 
simultaneously the enlarged system of equations 
(2.13)-(2.17). For this it is important to enlarge the 
class of functions on which a new self-consistency equa­
tion can be derived by using the relations (2.13)-(2.17). 

Based on physical considerations one could think that 
the simplest spectral density satisfying the formulated 
conditions will be of the form 

Ap, v(w) =n(1 + '\'p,v)6(w- Wp;v) + n(1- '\'p, v)ll(w + ffip, v), (2.25) 

where wp,y and Yp,y are unknown functions which have 
to be determined in the process of solution. The spec­
trum of elementary excitations obtained in this manner 
will effectively take into account the correlation among 
the interacting particles, i.e., the occurrence of collec­
tive excitations which, of course, is physically better 
justified than the Hartree-Fock approximation. The 
higher spectral density satisfying the system of rela­
tions (2.17) in the new class of functions may be selec­
ted in the form 
Ap,;v,; p,, v, (w) = n (Vnl>p, P•- iip, v,) (1 + Vp,, v,; p,, v,)b(w- Wp,, v,) 

+n(Vn8p,.p,-iip,, 1.,) (1-vp,,v,;p,, 1 ,)1i(w +ffi·p,,v,), (2.26) 

where llp1,y 1; p 4,y1 are unknown functions which have to 
be determined, wp,y is the spectrum of elementary ex­
citations (cf. supra). Substituting now the expressions 
(2.25) and (2.26) into the extended system of relations 
(2.13) and (2.17), one can again obtain a system of 
closed integral equations for the determination of the 
spectrum of elementary excitations and of the function 
lip 1, y 1; p4 , y 1 , which determines the higher spectral den-
sity. However, in the general case such a program runs 
into computational difficulties and we shall realize it on 
concrete examples, to which we now proceed. 

3. THE BCS MODEL OF SUPERCONDUCTIVITY 

We start from a model Hamiltonian of the form 

H = 2; e•a• +a• + :v:2JI ( k~, k2) a.,+ a!., a-k, ak,· (3 .1) 
k k~ok2 

where k = (p, a), -k = (-p, -a); a is the spin index tak­
ing the values ± ~; p is the momentum; ak, ak are 
operators satisfying the usual anticommutation relations 
of Fermi statistics; I(k1, k2) is a real function satisfying 
the relations 

l(kt, k2) = l(k2, kt), 1(-k!, k2) = -l(k~, k2). (3.2) 

The properties of the model can be studied by means of 
the spectral density defined in the usual manner 
(cf. (2.1)). Using the explicit form of the Hamiltonian 
one can write out the first three moments of the spec­
tral density Ak{w) 
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On the basis of the spectral properties in the variable 
w, Ak(w) is a positive definite quantity. Then the left­
hand side of the second moment is positive definite and 
it is convenient to use the notation 

La2 = ( ~ r~l(k, k,)I(k, k2)(a.,+a::a,a-a,aa)o (3.4) 

"""" Following the general method one should look for the 
solution of the system (3.3) in the form Ak(w) 
= 2m5 (w - wk). However the first two equations yield 
wk = Ek and the second moment is not satisfied for any 
values of g except g = 0. Consequently this solution can 
only be a rough approximation. We note that a perturba­
tive solution will lead to the solution indicated above if 
one does not sum over diagrams. 

Further, in order to satisfy all the moments of the 
system (3.3), the spectral density must have the form 

A,.(ro) = n(1 + '\'A)II(ro- ro,.) + n(1- '\'k)cS(ro + ro.), (3.5) 

and a direct substitution into the system (3.3) leads to 
the relations 

(3.6) 

In order to determine Lk it becomes necessary to con­
sider the higher spectral density defined as follows 

Ak,k,("t') = <[a.,+a_,.,+a_k,; a,.,(-r)]+>o (3.7) 

utilizing the equations of motion for the field operators 
and the explicit form of the model Hamiltonian, we find 
that the first two moments of the higher spectral den­
sity (3.7) have the form 

""dro 
I2fi"A,.,,.,(ro)= 0, 

""d 00 

I ~roA (ro)=_!_ o;;:rl(k '··) 1 droAa,a,(rol_ 
J 2:rd "•· "• V Li 3'""' J 2n 1 + e~"' ' 

-= ka -oo 

and their solution can be written in the form 

(3.8) 

A.,, ,.,(ro) = 2nr,., ,.,(ll(ro- ro,.,) -ll(ro + ro•,)), (3.9) 

where wk is the spectrum of elementary excitations, a 
known function (cf. (3.6)). After substituting into the 
system (3.8) we derive the integral equation for rk k : 

17 2 

(3.10) 

One may seek the solution of Eq. (3.10) in the form 
wk rk k = vk hk (the multiplicative nature of the solu-

2 17 2 1 2 

tion suggests that (3.10) involves a free index). 
Then we obtain for hk the equation 

hk = _ __!!_ ~ l(k, ka)h,.,th ~ro,., 0 (3.11) 
2V A, roA, 2 

We now show that the function Vk is easily expressed 
in terms of hk. For this purpose we find for the energy 
gap the expression: 

L 2 __ (g)2 '"\.ll(k,k,)I(k,kz)v,.,hk, h~ro,., 
k- t- Li t --. 

\ V k~ok2 Wkz 2 
(3.12) 

where we have utilized the spectral properties and ex­
plicit form of Ak k (w), cf. (3.9). 

11 2 

We further note that the substitution k1 - k2 in Eq. 
(3.4) does not lead to a change of this result; conse­
quently, a similar picture is valid in the explicit form 

of Lk {cf. {3.12), which for a general potential I{k1 , k2) 

is equivalent to the condition 
hh ~ro· 'VA= consto-th-o 
ro,. 2 

(3o13) 

The constant in (3.13) can be easily reconstructed by 
comparing, e.g., the expressions for the interaction en­
ergy computed by means of the first and second spectral 
densities, respectively. However, in principle, the pres­
ence of the constant is not important in order to derive 
the self-consistency equation for the energy gap, since 
{3.11) is homogeneous in hk. Substituting {3.13) into 
{3.12) and using (3.11), we obtain the well-known self­
consistency equation for the energy gap in the form 

L,. = _ _!_ h l(k, ks)L,.,th pro,., 0 {3.14) 
2V •· YL•f+e,.,• 2 

0 

Thus the assumption that the spectral density Ak{w) 
1s of the form {3.5), and the solution of the equations for 
this model leads to an exact solution. The fact that this 
solution is indeed exact (up to 1/N) can be checked 
easily computing the third moment of the spectral den­
sity Ak{w) and then substituting into it the solution ob­
tained above. For the model under consideration the 
third moment is relatively easy to compute, and after 
making it self-consistent by means of the second spec­
tral density Ak1, kz (w) which has the explicit expression 

A ( ) L.,L,., Pro•, "•ok, (I) =-n2---th--(ll(ro-ro,.)-6(ro+ro,.)) (3.15) 
Wk,<Ok, 2 I 2 ' 

Computing the integral in the left-hand side of (3.16) 
with the aid of the explicit form of the first spectral 
density, we find a condition which has to be satisfied 
if the solution we have found is exact. This condition 
has the form 

L"( ~) ~· l(k,k3)L,.,iik, 

"' 
=( -;r ~ I(k,k,)I(k,k2)I(k,k3)(a,.,+a:!:.,.,a,.,+a,.,a_,.,a.,>o {3.17) 

klo•ohs 

We note that the condition (3.17) is identically satisfied 
if the following equality holds 

(3.18) 

The latter equation is easily tested by introducing the 
three-particle spectral density, writing down its first 
two moments and solving in the class of two delta func­
tions; consequently one might think that all subsequent 
relations will be satisfied, and then the solution obtained 
in this manner is exact (with accuracy 1/N). 

Thus, we have not only solved the problem, but have 
effectively controlled the accuracy of the solution ob­
tained. 

4. THE ONE-DIMENSIONAL QUANTUM ISING MODEL 

We consider a model of N interacting spins localized 
at the sites of a one-dimensional closed chain. Each of 
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the spins interacts only with its nearest neighbor in an 
anisotropic manner. The Hamiltonian of the model has 
the form 

N 

H = ~ (SJxs;+t + SJYSJ+, + pSJ'S~+t), (4.1) 
j=1. 

where S~ is the k-th component of the spin operator at 
J 

the site j. Introducing the field operators ap and 3p with 
the usual commutation relations of Fermi statistics, 
simple transformations lead to the Hamiltonian in the 
second-quantized representation: 

l'>p ~ 
H=T- ~ (cosp+p)a,+ap 

Jl=-rt 

PI··· I'• 

where pis the momentum, p is the anisotropy param­
eter, which can take arbitrary real values (cfY 1 for 
more details). 

We introduce the chemical potential JJ., since in the 
sequel we wish to study states with definite particle 
number, and for convenience use the notation Ep 
=-(cos p + p + JJ.). Defining the spectral density in the 
usual manner (2.1) we write down the explicit expression 
for the first three moments: 

""aw 
-~ 2:rtAp(w) = 1, 

'?' d(,) 
.1 -2 - (w- e,)Ap (w) = 2pn 

_:, 1( 

'{aw 
_:., 2:rt(w- ep)2Ap(w) = L 

2p ~ r aw ~w + v LJ CO& (p- pt) J -2- ((0- Bp,)Ap, (w) th--;-, 
" :rt 2 PI -= 

(4.3) 

wher~ ~ = <ap ~). We have introduced the convenient 
notahon§: 

1 
n=N~iip, 

p 

L=( 2P)' ~ llp,+P.:P>+P•cos2 (p•-Pa)(ap,+ap,ap,+ap,). (4.4) 
\ N 

p, ... p, 

Proceeding according to the general method exposed 
above we solve the system of relations obtained in this 
manner for the spectral density Ap(w). We investigate 

the solution of the system of moments (4.3) for Ap(w) 
= 2m5(w- wp), i.e., in the Hartree-Fock approximation. 
In this case the spectral density satisfies exactly only 
the first two moments (4.3) and the spectrum of elemen­
tary excitations wp is determined up to an effective con­
stant a, which must be found by solving the self-consis­
tency equations. We have 

(4.5) 

where we have assumed that wp = w _ p· Using the gen­
eral formulas (2.3) and (2.7) one can derive an equation 
for the determination of the chemical potential and the 
expression of the energy of the system which have the 
forms 

n=_!__ ~--1-
N 7! 1 + e~"'P ' 

respectively. 

It is further necessary to solve the self-consistency 
equations and to determine a. However, for arbitrary 
{3 this is a sufficiently complicated problem, therefore 
we shall solve the self-consistency equations in the 
quantum-mechanical limit {3- 00 • In this case the solu­
tion is easily found and we obtain the expression for the 
energy: 

E I p ( 1 )" N = -~sinan-nosin2 :rtn + p n-2 . (4.7) 

It is interesting to find the ground state energy, i.e., 
such a function n = n(p) which minimizes the energy of 
the system for given p. Then, using the necessary con­
dition for the extremum of the function n = n(p) we der­
ive the equation: 

2p( n-}) =cos:rtn( 1+ 2: sin:rtn). (4.8) 

It is relatively difficult to find all the solutions of Eq. 
(4.8) but it is clear that n = % is a solution of this equa­
tion for arbitrary p. In order to find out for what values 
of p this solution indeed corresponds to the ground 
state it is necessary to verify the sufficient condition 
for an extremum. Simple computations show that the 
antiferromagnetic state n = % in fact corresponds to the 
ground state only if p = -1T/4, and the energy of that 
state is 

(4.9) 

although it is usually assumed that the expression (4.9) 
corresponds to the ground state energy for arbitrary p. 
In reality, for p < -1T/4 the expression for the ground 
state energy has a completely different form. 

We now determine a more accurate solution for the 
spectral density, satisfying the system involving the 
first three moments. This function has the form 

Ap(w) = n(1 + yp) O(w- Wp) + n(i- yp)ll(w + wp). (4.10) 

A direct substitution of the spectral density of the form 
(4.10) into the system of moments (4.3) leads to the ex­
pression 

(2pn + ep)- acosp 

ulp 

Wp = [ (L + /.cosp)+ 2e,(2pn- acosp) + £p2 r' I (4.11) 

where we have introduced the notation 

where we have required "i\> = n_p· Since the dependence 
of the momentum p of the spectrum of elementary exci­
tations is known, we can investigate its form. Assuming 
that (1 + 2 a)> 0 (the following computations confirm 
this assumption) we find the minimum of the spectrum 
of elementary excitations (the Fermi momentum) and 
the value at the minimum (the energy gap). The corre­
sponding equations have the form 

(4pn-/.) -2(1 +a) (p + 1-1) 
co8po= 2(1+2a) 

~ = L- (p + J.l) [4pn- (p + J.l)] 

-[(4pn -/.) -2(1 + a)(p + J.I)F/4(1 + 2a). (4.13) 
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We investigate the antiferromagnetic state, correspond­
ing to Po= ±JT/2 and n = V2. According to (4.13) this 
state is realized if the following condition holds 

(4pn- 1.) - 2(1 + a)(p + f!) = 0. (4.14) 

We prove that to this condition corresponds fJ. = 0. 
For this purpose we write the equation which determines 
fJ.. According to the general formulas (2.3) and making 
use of the explicit form (4.10) of the spectral density 
and of the expression (4.11) for Yp we obtain 

( 1\ 1_~ [(1+a)cosp+f!-2p(n- 1/z)] ~Wp 
n--1 =-----:LJ --- th-. (4.15) 

2 · 21\ 1' Wp 2 

For the antiferromagnetic state the expression (4.15) 
simplifies, and we obtain an equation for the determina­
tion of fJ.: 

~-:2: (1+a)cospth~~P=-f!~L;th(~wvl:zl_ (4 .16) 
2l\ P lOp 2 2N P Wp 

If, however, one takes into account the fact that if (4.14) 
is satisfied the spectrum of elementary excitations con­
tains only cos 2p and not cos p, in distinction from the 
general case (Eq. (4.11)), then it is easy to show that the 
expression in the left-hand side of (4.16) vanishes iden­
tically, owing to the presence of cos p in the numerator, 
whereas the coefficient of fJ. in the right-hand side of 
(4.16) differs from zero. Consequently fJ. vanishes, as 
required. Thus, for the antiferromagnetic state the ele­
mentary excitation spectrum has a simple form: 

Wp = [ (L - p2 ) + ( 1 + 2a) cos2 p] •;,_ (4.17) 

Now it is necessary to construct the self-consistency 
equation for the determination of L, a, and to show that 
the condition (4.14) is not contradictory. 

Making use of the definition of a and expressing np in 
terms of the spectral density (2.3), considering the con­
dition (4.14) and the fact that fJ. = 0, we find 

-~-=_f-'___h cos2 pth(j)wp/2) 
1+a l\ P [(£-p2)+(1+2a)cos2p]'h 

(4.18) 

We now prove that the condition (4.14) is noncontradic­
tory. Using the definition of a and ,\ it is necessary to 
show that the condition .\ + 2pa = 0 is satisfied if n = % 
and the elementary excitation spectrum has the form 
(4.17). Making use of the definition (4.12) of.\, of the 
explicit form of the spectral density, of the condition 
n = % and of the explicit form of the elementary excita­
tion spectrum, we find 

I 2p cos2 p Bwp ) 2p "' cos2 p f\wp 
/.( 1------; :2; --th-- = p(a-1)~- L.J --lh----;--- (4.19) 

]\ p Wp 2 N J• (o)p 2 

Solving this equation with respect to .\ and using Eq. 
(4.18) for the determination of a it is easy to show that 
the condition .\ + 2pa = 0 is identically satisfied. 

It is further necessary to construct a self-consistency 
scheme for L (cf. (4.4)). Using the commutation rela­
tions of the field operators one can show that 

( 2p \2 
A,= (L- p2 ) = N} :2; 1\p,+p,,p,+P• cos2 (pz- p3 ) (ap,+ap,+ap,ap,). 

P!· .. P• 

(4.20) 

We introduce the higher spectral density defined as 
Ap,,p.('r) = L;6p,+p, P•+P• ([ap,+ap,+ap; ap,(,;)J+>- (4.21) 

pz, Pa 

Using the equal-time commutation relations we find the 
first two moments of the spectral density: 

"" dw 
100 2n Ap,, p,(w) = (N/\p,, P•"- np,), 

f dco .l 2:Tt (w- Bp.) Ap,, p, ((i)) -- 2pn cos (p1- p4)- a cos p1 
-= 

f dw Ap, ((i))((i)- Bp,) , 2p ~ 6 - .l 2n 1 + e~w ---;- N LJ p,+p,; p, 'P• [cos (p,- p,) 
-oo pr;, P8 

(4.22) 

The derivation of Eqs. (4.22) involved the spectral 
properties in the variable w of the functions Ap(w) and 
A__ p (w). --p1, 4 

The spectral density satisfying the system of mo­
ments (4.22) has the form 

Ap, P• ((i)) = 1t%p,, P• (1 + Vp,, p,) O(l•l- Wp,) 

+ n (1- Vp,, p,)xp,. 1,,6 ((i) + u>p,), (4.23) 

where vPu p 4 is a function to be determined, wp4 is the 
spectrum of elementary excitations (4.17) and Kp p 
= (Nop P n- n.... ). 1 ' 4 

1' 4 .1:'1 

Substituting the spectral density A. p (w) in the form --pl, 4 
(4.23) into the second equation of the system (4.22) we 
obtain the integral equation 

5p,. p, - ( Wp,-1 lh j)~p,)'' Up,. p, 

P y b ( _, -I I f\<•>p, I ~"'"·;'• ---cos(p1 -- p4 ) -( .__. 1,_ P•-P•'P• "'"· wp, l1 ') l1-2 - Jp,,p, 
~ P~· Po ""' 

where we have defined a new function 

(4.25) 

The function Up p in (4.24) is known and has the form: 
1> 4 

, 00\' dw A1,,(<ol) (w- Bp,) 
Up. 1,, = 2pn co' (p 1 - p,)- a cos [1 1 - - ------- --- --

.. :_oo 2n 1 + el1"' 

(4.26) 

The equations (4.21)-(4.26) is valid in the general case. 
We consider in the sequel the antiferromagnetic state 

defined above, cf. (4.14). Using the spectral representa­
tion in the variable w of the function A.. p (w) for this --p1, 4 
state and also the definition (4.25) of up1,p4 we obtain 
for the energy gap the expression 

_ 1 ( 2p )' >' _2 ( -t j)w1 ,, \ '1• 
-"o- 2 \ -,y ,CJ cos (p,- /h)\ (i)p, lh-2--} vp,.p,. (4.27) 

].!J, Pt 

Owing to the fact that the spectrum of elementary exci­
tations contains only cos 2p (cf. (4.17)) and does not con­
tain the first power of cos p as in the general situation 
(4.11), one can find a solution for the energy gap t.o in 
the form of an infinite series by using the specific form 
of the interaction potential. For this it suffices to note 
that the following formula holds: 
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(4.28) 

The validity of the latter is easily checked by means of 
the integral equation (4.24). We have used the notation 

p ~ -1 ~Ulp 
d=N L.J Wp th-2-. (4.29) 

Taking into account (4.28) we obtain the expression for 
the energy gap 

Llo = ~ (- 1) m+1 dm [ --}( ~ )" ~ cos<m+2) (p1 - P•) w;! th ~~P< UP, p.J. 
m=O P~> P4 

(4.30) 

The series (4.30) is meaningful if ldl < 1. In this case 
the series can be summed and yields the more compact 
expression 

Llo = - ~ ( ~ )' Y.J cos2(p,- p,) (t)-1 th ~Wp, U . (4 31) 
2\ N - 1+dcos(p1 -p4) P• 2 p,p. • 

Ph P4 

Utilizing the explicit expression (4.26) of Up 1,p4 , and 
also the expression for the spectral density Ap(w), the 
computation of a few simple integrals leads to the final 
result: 

A 
Llo=B, 

A= _t_ ( _ 1 = _ 1 ) -( !!._)' L: acos2 (p1 - p4)cos' p 1 

IF 11-rl'- 1'1' p,.p, 1+dcos(p,-p,) 

__ co_s,--2 ('-p--,' --p--',)---c- _, -1 h ~wp, h ~w,,_ (4 32) 
-:- ffip 1 Wp 4 t t . • 

1 + dcos(p,- p4) 2 2 

Thus, for self-consistency it is necessary to solve 
simultaneously the system of two integral equations with 
respect to a and .:lo, cf. (4.18) and (4.32). 

In spite of the complicated character of these equa­
tions, one can find the asymptotic behavior for I p I - 0 
of a and .:loin the quantum-mechanical limit f3- 00 • For 
lp 1- 0, Eqs. (4.18) and (4.32) together with the defini­
tion (4.29) of d show that in lowest order in p the quanti­
ties a and .:lo have the form 

a ~ 2p / n, Llo ~ p2 /2, I P I -+ 0. (4.33) 

W1e note that such a behavior for the energy gap can be 
obtained by assuming that the higher spectral density 
(4 .. 21) has the form 

(4.34) 

A higher spectral density A__ p (w) of the form (4.34) --pl, 4 
satisfies only the zeroth moment of the system (4.22) and 
corresponds to the usual decoupling (clustering) for the 
higher correlation functions. However, computing the 
energy gap with the help of this density shows that the 
gap does not depend on temperature and coincides with 
the exact result for IP I« 1. Thus, if we are interested 
in the asymptotic behavior of the energy gap for I pI « 1 
and f3 - oo, the expression (4.34) for the higher spectral 

density is quite acceptable, a fact which simplifies the 
calculations considerably. 

We show further that the energy gap does not vanish 
anywhere. For this we notice that for arbitrary p for 
which the solution we have found is valid, the following 
inequality must hold: Llo > a 2 • This inequality follows 
from an analysis of the spectral properties of A (w). 
We recall that Ap(w) must be real and positive !efinite. 
Let us now assume that for a certain p the energy gap 
vanishes, then a 2 = 0 and consequently the spectral den­
sity becomes equal to the free spectral density, as re­
quired by the explicit form of Ap(w); but this happens 
only for p = 0. 

After solving the self-consistency equations the spec­
tral density A (w) is completely determined and the 
computation of the physical quantities does not present 
any difficulties. For example the energy of the equil­
ibrium state is, on the basis of the general formulas 
(2. 71) 

Eo a 1 ~ , ~Wp 
-- = ----2.! [.'1o+(1 + 2a)cos2p]hth---. 

N 4p 4N P 2 
(4.35) 

The energy of the antiferromagnetic state (4.35), and 
also the solutions of the self-consistency equations 
(4.18) and (4.32) for zero, temperatures have been de­
termined numerically on a computer. The result for the 
energy of the antiferromagnetic state has been compared 
with the energy of the exact ground state of the system [3 J 
over the interval-0.5 :s p :s 1.4 and no deviations in 
excess of the accuracy of the machine computations have 
been observed. At the same time it is clear that the 
solution obtained by means of a canonical transforma­
tion[3J is a much poorer approximation to the energy of 
the ground state (cf. Fig. 1). 

We note that in solving the problem by means of 
linear canonical transformations one must consider 
different transformations for p > 0 and p < 0, whereas 
the solution described above describes both these reg­
ions in a unified manner. Further, it is easy to show 
that the method of linear canonical transformations is 
contained in the method described above, if the spectral 
density is selected in the form of two delta functions, 
but only the model Hamiltonian is considered in place of 
the total Hamiltonian. The elementary excitation spec­
trum for the solution determined above effectively takes 
into account the collective excitations, the occurrence 
of which is due to all possible correlations. This, in 
particular, made it possible to find a uniform solution 
for both regions. Furthermore, it turns out that the 

FIG. I. The dependence of the 
ground state energy on p: a - from 
the method of spectral densities 
(coincides with the exact solution), 
b -from the Hartree-Fock approxi­
mation, c - from the method of 
linear canonical transformations. 

-·( 0 
0.2 
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A, 
1.0 

FIG. 2. The dependence of the energy gap on p. 

asymptotic behavior of the energy gap for these two reg­
ions has a completely different character, for IP I - 0. 

In the earlier workr31 the energy gap exhibited an 
essential singularity for lp I - 0, here we have an 
analytic behavior, cf. (4.33). As regards the agreement 
with the behavior of the energy gap in the exact solution, 
one must remark that for p = 1, when an energy gap ap­
pears in the exact solution, the energy gap we found 
suffers a fracture (discontinuity of derivative), cf. Fig. 2. 

Thus, we have demonstrated on a nontrivial and prac­
tically interesting problem the proposed method and the 

results have turned out to be much better, both qualita­
tively and quantitatively, than results obtained earlier. 

In conclusion we would like to express our thanks to 
L. V. Parii:'skaya for the large amount of computational 
work she has done in solving the self-consistency equa­
tions of the quantum one-dimensional Ising model. 
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