
SOVIET PHYSICS JETP VOLUME 26, NUMBER 5 MAY, 1968 

NONLINEAR THEORY OF PENETRATION OF A HIGH FREQUENCY FIELD INTO A 

CONDUCTOR 

V. P. SILIN 

P. N. Lebedev Physics Institute, USSR Academy of Sciences 

Submitted May 30, 1967 

Zh. Eksp. Teor. Fiz. 53, 1662-1677 (November, 1967) 

A nonlinear theory of penetration of a field into conductors with current carriers of both signs is de
veloped assuming a normal skin effect and ordinary opacity, in which case the real part of the linear 
dielectric permittivity is negative. It is shown that with increase of field amplitude of the incident wave 
the boundary of the opacity region shifts towards lower frequencies. As the field frequency approaches 
the ordinary opacity limit, the critical field amplitude at which nonlinearity of the material field equa
tions becomes important decreases. For amplitudes exceeding the critical amplitude, when nonlinear 
transparency becomes possible, the field penetrates the conductor at a depth greater than the usual skin 
layer. In this case the field in a conductor with low dissipation is first characterized by rapid anhar
monic spatial oscillations with a period and amplitude that vary slowly with the penetration depth. Sub
sequently the period and amplitude in a small region of the order of thickness of the ordinary skin layer 
change into an aperiodic field where damping can be described at a greater depth by the linear theory. 

1. As is well known, the nonlinear properties of a con
ductor become manifest under conditions when the os
cillation energy of an electron in the high-frequency 
field becomes comparable with the electron kinetic en
ergy. The study of the electromagnetic field in conduc
tors under such conditions was undertaken in a number 
of papers ll-?l. We develop in this communication a non
linear theory of the reflection of a plane monochromatic 
electromagnetic wave from the surface of a conductor. 
We confine ourselves to normal incidence of the wave. 
In addition, we confine ourselves to frequencies for 
which the films are not transparent in the linear theory. 
In other words, the frequency of the external field will 
be assumed to be smaller than the plasma Langmuir 
frequency of the carriers, when the real part of the 
ordinary linear dielectric constant is negative. Dissi
pative effects will be assumed small; this is possible 
when the alternating frequency .of the field is large 
compared with the effective collision frequency. 

Considering the penetration of the field into the con
ductor, we shall show that under such conditions, depend 
ing on the field amplitude, the transparency limit shifts 
towards lower frequencies. In addition to studying 
damped solutions of the field, corresponding to the 
opacity region, we develop also a theory of penetration 
into the conductor of a strong field attenuated by dissi
pative processes. In the latter case the field near the 
conductor surface is characterized by fast spatial os
cillations. On penetrating deeper into the conductor, the 
minimum and maximum values of the field intensity in 
these oscillations decrease slowly, and then the depen
dence of the field on the coordinates becomes aperiodic 
and rapidly damped. 

2. We assume that the conductor occupies the half
space x > 0. Then the electric field in the conductor 
can be written in the form 

E(x, t) = E1 (x) sinwt + Ez(x) cos wt. (2.1) 

Assuming that the dependence of the field on the coor-

955 

dinate x is such that the square of the electric field 
averaged over a time longer than the oscillation period 
becomes dependent on the coordinate x, we can use the 
ordinary concepts of the potential of the high-frequency 
forces[s-nJ. Then, for conductors with positive and 
negative carriers, we can write for the electric induc
tion (seel7l) 

D(x, t) = {1- (c'Xo/ w) 2/(Et2 (x) + Ei'(x)) }E (x, t). (2.2) 

To normalize the constant Ko, we assume that f(O) = 1. 
In particular, if the mass of the electrons is much 
smaller than the mass of the positively charged parti
cles, then c2K~ = wLe = 41Te2Ne/m, where Ne is the num
ber of electrons per cm3 under conditions when there is 
no electric field. 

In the case of a Maxwellian particle momentum dis
tribution 

(2.3) 

On the other hand, if the charge carriers have a degen
erate Fermi distribution, then 

/('i;,) = (1- 'i;, / Ep•)'''• EF• = 2po2w2 I ez, (2.4) 

where Po is the end-point momentum of the distribution. 
For relatively weak fields, it is possible to retain in 
(2. 3) and (2.4) only the terms linear in t. We consider 
specially the case 

/('i;,) = 1- 1;,/ Eo2, (2.5) 

since, first, we can write in this case simple analytic 
expressions for the field, and, second, for weak fields 
(2.5) is equivalent to the formula obtainable from (2. 3) 
and (2.4). 

Using the material equation (2.2), we can easily ob
tain with the aid of Maxwell's equations 

E{' + [ k2 - x.2j(Et2 + Ez2) ]E .. = 0, 
Ez" + [k2 - Xo2/(Et2 + Ez2) ]Ez = 0, (2.6) 
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where k2c2 = w2 • 

The system (2.6) has as an integral 

(2.7) 

which is a reflection of the conservation of the electro
magnetic-field energy flux. Another integral of the field 
equations (2.6) is 

E12+Ea2 

(E/) 2+(E2') 2 +k2 (E1"+E22)-x02 ~ d6f(6)= EB =const. (2.8) 
E!;n 

The integrals (2. 7) and (2.8) enable us to find the sought
for solution. 

Something must be said, however, concerning the 
boundary conditions. In the region x < 0 we have a wave 
incident on the conductor as well as a reflected wave 

which determines the dependence of the electric field on 
the coordinate. 

3. Let us consider the applications of formulas (2.16) 
and (2.17) for the charged-particle density dependence 
described by formulas (2.3)-(2.5). We note that the 
function f(t) is by definition a positive quantity. This 
means that expressions (2.4) and (2.5) can be used only 
in the region f ~ 0. The vanishing of the function f re
flects the possible containment of the charged particles 
by the high-frequency field. 

Let ·us turn first to the simplest case when the parti
cle distribution (as a function of the field) is described 
by formula (2.5). We then have from (2.17) 

(3.1) 

E(x, t) = Emc{cos(kx -{l)t) + R cos(kx +rot+'¢)}. (2.9) where 

Here Einc is the specified amplitude of the incident 
wave, and Rand lj! are the reflection coefficient and the 
phase shift of the reflected wave, which must be deter
mined. According to the condition for the continuity of 
the tangential components of the electric and magnetic 
fields on the surface of the conductor, we have 

E1(0) = -Einc.Rsin\jl, E.(O) =Emc(1+Hcos\jl), (2.10) 

Et'(O) = Ein0k(1-Rcos"'), E2'(0) = -EmckRsin'¢. 

The electric field (2.1) can be written in the form 

E(x, t) = E(x) sin[rot + qJ(x)]. 

Then the relations (2.7) and (2.8) take the form 

-E"(x)qJ'(x) = M., 

M• E' 
(E') 2 + E: +k2E2 -x.2 ) dbf(\,)= lB. 

From the boundary conditions (2.10) we get 

(2.11) 

(2.12) 

(2.13) 

R2 = 1- M,(O) I kEinc"· 

R sin'¢ 
ctg qJ (0) = - -,.--,---'--

1 + Rcos'¢ 

E (0) = Eincl'1 + R" + 2R cos \jl, 

E(O)E'(O) 
tg'¢= M.(O)-kE2 (0)+2kE;;,0•. ( 2·14) 

We are interested in the case of a transparent con
ductor, when the field vanishes as x- +oo. According 
to (2.13), it is obvious that E = 0 is possible only if 
Ms = 0. This immediately leads to the equality cp' (x) = 0. 
The latter, according to (2.14), signifies that the reflec
tion coefficient R is equal to unity. This, in particular, 
makes it possible to write down the relations 

E(O) = 2Em0 cos('¢12), E'(O) = -2kEm0 sin('¢12). (2.15) 

It follows further from (2.13) that for the case of an 
electromagnetic field that vanishes at infinity we have 
EB = 0. Then, taking into account the fact that Emin = 0 
and considering the relation (2.13) at the point x = 0, we 
obtain the following equation for the phase shift of the 
reflected wave: 

(2.16) 

(3.2) 

We note that Eq. (2.17) also has a second solution, which, 
however, does not satisfy the condition that f be positive, 
and will therefore not be considered by us. 

According to ( 3.2), the electric field intensity of the 
incident wave cannot exceed a critical value 

(3.3) 

At the same time, according to (3.1), when the amplitude 
of the incident wave approaches the critical value (3.3), 
the inequality 2Einc > Eo should be satisfied. Therefore 
the electric field intensity of the incident wave can 
reach the critical value (3.3) only for values of k less 
than a critical value 

(3.4) 

When Einc = Ecr• formula (3.1) takes the form 

'¢ ( k )2 cos2-=2 - .. 
2 Xo 

(3.5) 

The right side of this formula is twice the value ob
tained from the linear theory. 

Let us proceed now to consider the field in the con
ductor. This will help, in particular, to understand the 
meaning of the results (3.3) and (3.4). According to 
(2.17) we have 

Eol'2(1- k•lx.2 ) 
E(x)= , 

ch(xl'xo2 - k•+ M 
(3.6) 

where 

~=In [l'2(1- k2 I x.2)- 1'2(1- k2 I 'Ko2)- (1- a)] -In l'1- a. 

This field, as was assumed by us in the derivation of 
(2.17), tends to zero with increase in the coordinate x. 
This property of the field, described by formula ( 3. 6), 
is obtained upon integration of the right side of (2.17) 
only if the inequality 

2E.!-(1-k2/x.2) >E2 (0) =Eo2 (1-a). (3.7) 

is satisfied. Therefore the damping of the field on pene
trating into the conductor takes place if 

k2 < x.2[1- 1/ 2 (1- a)]. (3.8) 

Finally, from (2.13) we get the relation 

E ( \\' )-'I• 
x=±)d6 'Ko2 ~ld6f(6)-k2~2 , 

E(O) 0 

It follows hence that an increase of the incident-wave 
field amplitude leads to a shift of the point of the onset 

(2.17) of opacity into the region of lower frequencies. The 
largest shift takes place when Einc = Ecr• when the 
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opacity point corresponds to the frequency w = CKo/12 

= ckcr• as against the value CKo from the linear theory. 
According to (3.6), we can readily see that when the 

incident-wave amplitude reaches the critical value (3.3), 
the field on the surface of the conductor becomes equal 
to Eo. In other words, the function f vanishes on the 
surface of the conductor in this case, and with it the 
carrier density, corresponding to complete containment 
of the carriers by the high-frequency-wave field. 

It follows from (3.7) that at values of k larger than 
critical, the field on the surface of the conductor is 
smaller than Eo, and consequently, it is impossible to 
contain the carriers by means of the high-frequency 
field of the incident and reflected waves. Moreover, 
according to (3.7), which for Ko > k > kcr can be written 
in the form 

(3.9) 

it follows that the maximum incident-wave field ampli
tude allowed by this condition decreases with increasing 
k. On approaching the usual transparency point (k- Ko), 
the field of an incident wave capable of producing in the 
conductor a field that decreases at infinity decreases 
like (K~- k2) 112 • We note that when the maximum field 
amplitude allowed by (3.9) is reached, the function ~(k) 
vanishes and consequently 

2Einc 
E(x)= . 

ch (xl'xo2- k2) 
(3.10) 

Finally, we write out here the field in the case of low 
frequencies (Ko » k), but at the same time Einc = Ecr· 
Then 

E(:l_ = -y2 
Eo ch(xx.+In[y2-1]) 

(3.11) 

The field is substantially different from the result of 
the linear theory at relatively small values of XKo, or in 
other words, within the skin layer. 

4. a) In the case of a Fermi particle distribution, 
when formula (2.4) can be used, we obtain for the phase 
shift of the reflected wave 

,p E,Z { [ Eu• k21'''} cos2-=-- 1- 1-10--- . 
2 4Emc' EF2 xo2J 

(4.1) 

Complete containment of the carriers by the high-fre
quency field takes place when Einc = 0.1(Ko/k) 2EF, and 
the corresponding value of the phase shift is determined 
by the relation cos2 (l/J/2) = (5/2)(k/K 0) 2 • Complete con
tainment is possible here only for values of k smaller 
than the critical value kcr = v'0:4 Ko. The last quantity 
determines also the smallest possible frequency for 
which there are no solutions corresponding to opacity 
in a strong field. 

The coordinate dependence of tlle field, according to 
(2.17), can be described by the relation 

- Emr:u)EF 

x.xV~= ~ dz[1-az•-(1-z2)'1•)-'l,, (4.2) 
5 EiE,. 

where a= (5/2)(k/Ko) 2 and Emax represents the maxi-

Table I 

1 .-111.2. I~·· \~.7· 1 2 1 •.•• I··· 
Em=IEF 11 lo.88510.7751 0.661 0.531 0.371 0 

Table II 

EiEF f o I o.1o I o.zo I o,oo I o,75 11.00 11.20 ,1.00 I 2.21i 

1 0,00 0.00 0.00 0.00 0.00 0,00 - - -
0.9 0~10 0,105 0".114 0,136 0,18 0,39 - - -
0.8 0.20 0,21 0~23 0~25 0.33 0,60 0,45 - -
0.7 0.31 0.32 o:34 0,40 0,48 0.78 0,70 0,47 -
0.6 0,43 0,44 0.47 0,53 0,64 0,97 0.91 0.78 -
o·.5 0.56 0.58 <J,61 0,68 0.8 1.-14 1,13 1,05 -
0".4 0~ 71 0,73 0,77 0,86 0,99 1,35 1,36 L33 -
0.3 0.90 0.93 0,97 1.07 1.22 1.61 1,65 1:65 1.29 
0.2 1.16 1,19 1".25 1,37 1.55 1.95 2.03 2·,08 2.41 
0,1 1".60 1.65 r.n 1.8 2.07 2,53 2.66 2, 79 3,92 
0.05 2.04 2.09 2,18 2,36 2,60 3.07 3,25 3,50 5,28 
0.01 3~06 3,14 3,26 3_.49 3,82 4.40 4.69 5,12 8.51 

mum possible amplitude of the field on the surface, 
corresponding to a decrease of the field at infinity. For 
values of k lower than critical we have Emax = E F• and 
for Ko > k > ..J0.4Ko, the maximum value of the field is 
determined by the equation 

1 = a(Emax/ EF)2 + [1- (Emaxi EF)2]'1•. (4.3) 

The solution of this equation (Emax(a)) is shown in 
Table I. On approaching the point of ordinary transpar
ency (k - Ko), we have 

(4.4) 

Table II lists the values of the right side of (4.2), and 
Fig. 1 illustrates the solutions of this equation; the 
ordinates represent E/EF and the abscissas ..fOAxKo. 
It must be emphasized that the field on the boundary of 
the conductor, obviously, never reaches the value Emax· 
However, even in this case it is easy to obtain the values 
of the field in the conductor with the aid of Table 11." 

b) In the latter case, corresponding to a Maxwellian 
particle distribution, when formula (2.3) holds, we ob
tain for the phase shift of the reflected wave 

,p EM• { 4E· 2k2} 
cos2 2 =- ljE~• In 1-EM~:2 ""' 

==- k• ~in(1-~). (4.5) r 
xo2 · ~ 

(4.5) 

where f3 = EifK~/4Einck2 is the ratio of the thermal mo
tion of the particles to the field pressure. According to 
(4.5), obviously, f3 ~ 1. At the same time, the inequality 

k2.,;; kcr•=xoL~-{-In( 1-f )r. 
(4.6) 

(4.6) 

should be satisfied. We see therefore that when the am
plitude of the incident-wave field increases, bringing 
the field pressure closer to the particle pressure, the 
boundary of the opacity region shifts towards lower fre
quencies. On approaching to the point of ordinary trans
parency (k- Ko) we get from (4.6) 

1,0 

0,5 

0.1 
oLo.*z~~~,~~~~~==~ 

FIG. I. 
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(4.7) 

The field inside the conductor, according to (2. 3) and 
(2.17), is determined by the relation 

Ema.xiEM 

XXQ= ) dz(1-(k/Xo) 2z2 -e-z')-'l•, (4.8) 
E/EM 

where the upper limit of the integration corresponds to 
the vanishing of the radicand. Table III characterizes 
the dependence of (Emax/EM) on (k/Ko) 2• 

Table III 

•. ,X~ 1 0.041 0.1 1 0.2 1 0.3 1 0,4 1 o 5 1 0.61 0.71 0.8 1 0.9 

EmaxfEMI 513.1612.2411.7911.491 L2611.o61 0.871 0.681 0.46 

Finally, Table IV lists the values of the right side of 
(4.8), and Fig. 2 shows for illustration the plot of E/EM 
against KoX for several values of (k/Ko) 2 • Just as in the 
analysis of the solutions of (4.2), we can determine with 
the aid of Table IV the field in the conductor also in the 
case when the field on the surface is smaller than Emax· 

In strong fields, when E >> EM, we obtain in accord
ance with (4.8) 

(4.9) 

When the condition k « Ko is satisfied, formula (4.9) 
becomes inaccurate in the vicinity of kx ~ 1T/2. Noting 
that the formula (4.9), which was obtained with exponen
tial accuracy, corresponds to a field in vacuum, it is 
easily seen that one can speak with the same degree of 
accuracy of compression of the carriers by the high
frequency field. An appreciable particle concentration 
is produced thereby precisely in the vicinity of kx ~ 1T /2. 

5. Owing to the dissipative effects, as is well known, 
sufficiently thick conductors are opaque also when the 
real part of their dielectric constant is positive. We 
shall investigate below a similar effect under conditions 
when the nonlinearity of the material equations of the 
field is appreciable. We confine ourselves to the case of 
greatest interest, when the effective frequency v of the 
collisions causing the dissipation is small compared 
with the frequency of the electromagnetic field, although 
a number of the general premises developed below are 
valid also in the case of appreciable dissipation. Then 
the material equation can be written in the form (see 
(2.2)) 1 ) 

D(x,t)= { 1- ( C:Y /(E12 +Ez2) ( 1 + :, 0~ )}E(x,t). (5.1) 

Representing the electric field in the medium in the 
form ( 2.11), we can readily obtain from the electromag
netic-field equations the following two equations: 

dZE M2 
- = ~--[k2-xo2/(E2)]E 
dx2 E3 ' 

dM,= _ _:!._Xo2/(E2)E2• 

dx w 

(5.2) 

(5.3) 

1>We note that v may contain a dependence on f. For example, in 
the case of a fully ionized plasma v - f. However, we shall disregard 
this dependence here. The necessary generalization is trivial, as can be 
readily verified by the reader. 

Table IV 

I k2fx~ 

EIEM 0.04 I 0.1 I 0,2 I 0.3 I 0.4 I 0.5 I 0.6 I 0 .. 7 l 0.8 I 0.9 . 

0,05 10.10 7.55 6.09 5. 78 5. 76 6.05 6.50 6.68 7.95 9,46 
0,1 9.39 6.63 5,26 4,90 4,95 4.96 5.21 5,56 6,09 6,95 
0,2 8.68 5.89 4,49 4.06 4.04 3.97 4.10 4,27 4.49 4,63 
0.3 8.26 5.46 4,03 3.57 3.50 3.38 3.43 3,49 3.51 3.09 
0.4 7.96 5,14 3,69 3.21 3,12 2,94 2,94 2,91 2,74 1.64 
0.5 7. 72 4.90 3,43 2,92 2,80 2.59 2,53 2.41 2.05 
0.6 7,51 4.69 3.20 2.68 2.53 2,29 2,18 1,96 1.31 
0.7 7,34 4.51 3.01 2.46 2.30 2.02 1.84 1.51 
0.8 7,18 4.34 2.83 2.27 2.08 1. 76 1,52 0.98 
0.9 7.04 4,19 2.66 2.09 1.87 1.50 1.16 
1.0 6.91 4.05 2.51 1.91 1.24 0.72 
1.1 6.78 3.92 2.36 1.74 0,94 
1.2 6.66 3, 79 2,21 1.57 0.56 
1.3 6.54 3.66 2.07 1.39 
1.4 6.43 3,54 1.92 1,20 
1.5 6.32 3,42 1, 77 1.00 
1.6 6.21 3,29 1,62 0.77 
1.7 6.10 3,17 1,46 
1.8 5.99 3.05 1,29 
1,9 5.88 2.92 1.10 
2.0 5.77 2.79 0,89 
2,1 5.66 2.66 0.62 
2.2 5,54 2,52 
2,3 5.43 2,38 
2.4 5.32 2.23 
2.5 5.20 2.07 
2.6 5.09 1.90 
2, 7 4.97 1. 71 
2,8 4.85 1.51 
2.9 4.73 1.28 
3.0 4.GO 1.00 

Ms is defined in (2.12), but here this quantity is no lon
ger conserved, since the energy of the field is absorbed 
by the medium if dissipation is taken into account. 

Equations (5.2) and (5.3) enable us also to write the 
following: 

diS _2M, dM, __ 2~ 'f(E')M _ _ -- Xo s, 
dx EZdx w 

(5.4) 

where f£ is defined by (2.13), and is likewise not con
served as a result of dissipation. 

Since the right sides of (5. 3) and (5.4) contain the 
small parameter v/w, we can speak of a relatively slow 
variation of Ms and IS with increasing coordinate x. On 
the other hand, even at constant Ms, Eq. (5.2) describes 
a rapid dependence of the field E on the coordinate. The 
possibility of such a separation into fast and slow de
pendences afford a deeper insight into the behavior of the 
field in the nonlinear conductor considered by us. 

Let us discuss first the fast alternating field depen
dence. We neglect here the possible slow dependence 
and assume that Ms and IS are constant. Then the de
pendence of the field on the coordinate, according to 
(2.13), can be characterized by the relation 

• r ,-~ 
X=± ) (IS+. xo2 ) d~f(~)- k2~2 -MH's'J d£. 

2 ' 
E(Cij Emin 

(5.5) 

Formula (5.5) describes the nonlinear periodic solu
tions of the field equations in a medium without dissi
pation, which were first investigated by Volkovl'l. 
Indeed, when Ms "'- 0, the minimum of the field corre
sponds to the vanishing of the radicand in the integral 
of the right side of (5.5). It is therefore determined by 
the equation of the turning point: 

(5.6) 

From this it follows, in particular, that IS 2: 0. Further, 
inasmuch as the radicand in the integral (5.5) vanishes 
like the first power of ~ - Emin in the vicinity of the 
point in which E = Emin• the field assumes a minimum 
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EjE., 

3 

2 

FIG. 2. 

value at a finite value of the coordinate x. Then the field 
increases with increasing coordinate x. Such an increase 
of the field can be limited by two factors. First, the 
function f can vanish, corresponding to the absence of 
carriers, or, what is the same, to the presence of a 
second surface bounding the conductor. Second, a second 
turning point is possible, in which the field reaches the 
maximum value defined by tne relation 

(5.7) 

We shall assume this last possibility, since the first is 
realized only for conductors of finite thickness 21 • 

In the vicinity of the maximum field, the radicand of 
the integral (5.5) behaves like Emax- E. Therefore the 
maximum field occurs at a finite value of x. Thus, in 
the presence of two turning points the field in the con
ductor depends periodically on the coordinate .x, and we 
have for the period of the spatial oscillations 

According to (2.13) and (2.14), the reflection coefficient 
and the phase shift of the reflected wave are determined 
by the relations 

E 112(1+2R cos $+R2) 

s a~tm. 

{5.9) 

Bearing in mind also relations (5.6) and {5.7), we can 
see that R and 1/J are determined by the minimum and 
maximum values of the field in the conductor. For the 
approxi.mation considered now, in which neglect dissipa
tion completely, we can speak of the existence of an un
damped high-frequency field in the conductor; this field 
determines the field of the reflected wave. It is easily 
seen that if damping is neglected, this field can be 
chosen such that wide ranges of arbitrary values can be 
obtained for R and 1/J. 

The foregoing demonstrates the importance of taking 
dissipative processes into account. Under conditions of 
small dissipation, one can speak of a slow variation of 
the parameters determining the fast oscillations of the 
field with increasing coordinate x. Namely, a slow 
change takes place in the period of the spatial oscilla-

2> A periodic structure may occur in the conductor when the action 
of the field gives rise to a conductor-insulator periodic structure. 

tions and in the maximum and minimum values of the 
field, and therefore a change takes place also in Ms 
and ~. To describe such a slow dependence, we can use 
the method of averaging over the trajectoriesu21 • The 
equations for the quantities averaged over the period of 
the fast oscillations can be then written in the form 

dM, v d~ v 
- =- -Y.o2{E2/(EZ)), - =- 2-Y.o2(/(EZ))M,. 
dx oo dx oo 

{5.10) 

We shall use here the old notation for the averaged val
ues of Ms and ~, and we define the averaging operation 
as: 

Emaz JC' 1/ 

(F(E"))=_! S F(EZ) [~-(M,2/EZ)-k2EZ+xo2 S dU(6) r 'aE. 
L E . 

'"'" E!;n {5.11) 

Equation (5.10) describes a slow variation of the 
parameters characterizing the fast oscillations. It 
should be noted that the field becomes weak upon suffi
cient penetration of the conductor, and therefore the 
nonlinear effects become negligibly small for suffi
ciently large x. Obviously, when k2 < K~ it is possible 
to use here the results of linear electrodynamics, ac
cording to which the field decreases aperiodically and 
exponentially, like exp{-xv'K~- k2 }, even without allow
ance for dissipation. The corresponding asymptotic 
solution of (5.2) and (5.3) can be obtained by putting 
f = 1. As a result we gee> 

M,(x) = E2 (x) yj;;,i-=-itz- , 
y2{1 + f1 + \'"J'I• (5.12) 

E(x) = const·exp { -xy,..•- k2~[1 + y1 + rl'"}, (5.13) 

where y = (v/w)Kg/(K~- k2). In writing out these formu
las it is assumed that K~ > k2• 

We can now describe the nonlinear picture of the 
penetration of the field into the conductor in the follow
ing manner. At large incident-field wave amplitude, the 
depth of the nonlinear skin layer can greatly exceed the 
depth of the linear skin layer ~(Kg- k2r 112• Near the 
surface of the conductor, where the field is strong, slow 
nonlinear spatially-damped field oscillations are pro
duced. These solutions go over into the aperiodic ex
ponential field attenuation mode only after appreciable 
penetration into the conductor. It can be stated that a 
layer of order of magnitude equal to the linear skin 
layer separates the penetration region from the conduc
tor region in which the field does not penetrate. In the 
penetration region the field is described by anharmonic 
spatial oscillations. 

We have already seen that when dissipation is neglec
ted there is an ambiguity in the determination of the 
field from the specified incident-wave intensity Einc· 
The ambiguity remains also in the case of sufficiently 
weak dissipation. To demonstrate this, we must con
sider the -question of satisfying the boundary conditions 
on the surface of the conductor. 

Bearing in mind that the electric field E as a function 
of Ms is determined by the equation 

v d ( v dE ) M,2 
-Y.o2EZ/(EZ) -· -x02EZ/(EZ)- = - 3 -(k2-Y.o2!(EZ)]E, 

00 dM, ·OJ dM, E (5.14) 

llWe note that Ms > 0 leads, in accordance with (2.12), to the in
equality <P' < 0. The latter denotes that the nonlinear wave travels from 
left to right. 
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and also taking into account the asymptotic connection 
between E and M 8 when these two quantities are small, 
we easily see that the electric field and its spatial 
derivative are determined uniquely by M 8 • Therefore, 
knowing the solution of (5.14) at specified values of k 
and Einc. we can determine the boundary value M8 (0) 
(and consequently also E(O) and E' (0)) with the aid of 
the equation 

4Emc2 = [E'(O) I kp + E2(0)[1 + M,(O) I kE2 (0) )2, (5.15) 

which follows from the boundary relations (2.14). Ac
cordingly, the phase shift and the reflection coefficient 
can be calculated with the aid of relations (2.14) using 
the already determined boundary values of E, E', and 
M 8 . Finally, the spatial dependence of the field on the 
coordinate xis determined by integrating (5.3) after 
substituting into it the solution of (5.14), and cp(x) is de
termined by integrating (2.12). 

The ambiguity in the determination of the field41 is 
connected with the possible existence of several solutions 
of (5.15). In particular, when 11/w = 0 and periodic an
harmonic solutions are obtained, the same value of E 
corresponds to two values of E' with opposite signs. 
When 11/w differs from zero but is small, Eq. (5.15) can 
have, for specified Einc and k, a large number of solu
tions, corresponding to a slow variation (and therefore 
a large number of close values) of Emax and Emin· 
With increasing dissipation, the possible number of the 
solutions of (5.15) decreases. We shall show in the next 
section, using an example of universal significance, that 
when the dissipation is sufficiently strong, the solution 
of the boundary-value problem for specified Einc and k 
turns out to be unique. 

6. Let us consider in detail the penetration of the 
field into a conductor near the point of the ordinary 
transparency (Kg ;G k2). As we have already seen, the 
nonlinear effects become manifest here already in a 
relatively weak field. This is precisely the case to 
which we shall confine ourselves below. In accordance 
with this, we can assume in (5.3) and (5.4) that f = 1, and 
we can substitute in (5.2) the value off in the form (2.5). 
By making the change of variables 

,; = x"'fxr}-k", v/ro = y(i- k2/Xo•), ~ = exr}2E02(1- k•lx02) 2, 

E2 = ~2Eo2[1- k2 I Xo2], M.Z = J.L24Eo•(xo2 - k2) 3 I Xo\ 

(6.1) 
we can rewrite the system (5.2)-(5.4) in the form 

dJ.r u2 dJ.L: ds 
d,;2 =r-2~+~, d,; = -y~, d,; = -2yJ.L. (6.2) 

Equations (6.2) reveal the analogy between our problem 
and the problem of the motion of an anharmonic rotator 
whose moment (Jl.) dissipates, per unit time, in propor
tion to the square of the radius r. 

When y is small and we can speak of separation of 
the fast and slow variations of the quantities character
izing the field, it is meaningful to consider an approxi
mate solution of (6.2) in which J1. and € are assumed 
constant. We then obtain 

2 --
~= r,.,.x-Asn2 (h-'to]l'Aik2,k), (6.3) 

4> In the nonlinear theory of a longitudinal field in the plasma, the 
solution had three values near the plasma resonance [7 ]. 

where sn(z, k) is the Jacobi elliptic sine function. 
A= r:nax- r:nin• k = -/A/(2rfu.ax + rfu.in- 1), and the 
minimum and maximum "turning points" are determined 
by the relations 

We note that r:nax + r:nin ~ 1, and equality occurs only 
for € = J1. = 0, when k = 1 and the minimal turning point 
vanishes while the maximum becomes equal to unitv. 

Formula (6.3) describes the spatial oscillations of 
the field, with a period 

(6.4) 

where 
,.,. 

K(k) = S dqllyi- k2 sin2 <p 
0 

is the complete elliptic integral. Owing to the dissipa
tive effects, this period changes on penetrating deeper 
into the conductor, and the maximum and minimum 
fields also change. For the description of such a slow 
variation in the case of small y we obtain, following the 
averaging method, the equations 

where 

de__ dJ.L __ {r• -AD(k)} 
~- 2yJ.L, d,;- 'I' max K(k) • 

,.,. 
D(k) = S d<psin2 <p/l'1- k2 sin'<p 

0 

is the complete elliptic integral. 
Equations (6.5) have a stationary point E = 0 and 

J1. = 0, in the vicinity of which 

(6.5) 

1 64 64 
s = --J.L•In-+ const, J.Lin-=- 4y,; + const. (6.6) 
. 4 !12 II 

It follows therefore that the representative point in the 
(E, Jl.) plane arrives at a stationary point within a finite 
"time" T. For the case of interest to us, when the 
field decreases at infinity, the passage through such a 
stationary point is necessary. Moreover, the solution of 
the averaged equations (6.5) is suitable only until this 
point is reached. 

The system (6.5) can be solved in quadratures. 
Namely: 

{ S"
1dk2 C(k)-D(k) } 

A=A(k•)=Aoexp k;k2 (1-k2)C(k)-2E(k) ' (6.7) 

~ cc,-'t =Jk'ak• A2 (k2)(1-k2)Ki':L_ 
3y3( ) k3 (1-k2)C(k)-2E(k) (6 •8) 

ko' 

X{[k2 + (1 + k•)A (k2)Xk2 + (1- 2k2 )A (k2)][- /cZ + (2- k2)A (k2)]}-'''· 

Here ko and Ao are the initial values of the functions k 
and A when T = To and E(k) and C(k) are the complete 
elliptic integrals 

tr./2 :tr./2 

E (k) = ) d<p y1- k• sin2 <p, C(k) = ) d<p sin• <p cos• 'P. 

0 0 y1 - k 2 sin2 <p 

Formulas (6.7) and (6.8) describe the variation of the 
slow variables up to the stationary point, at which A = 1 
and k = 1 (and accordingly rfuax = 1). Inasmuch as pass-
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age through the stationary point is necessary in order 
for the field to decrease at infinity, we get the condition 

{ rdk2 C(k)-D(k) } 
i=A(f)...,Aoexp J k' (1-k')C(k)-2E(k) . 

·~ 
(6.9) 

Passage through the stationary point, and hence the de
crease of the field at infinity, is possible only if the 
condition (6.9), which is imposed on the initial values 
Ao and ko, is satisfied. 

After passing through the stationary point, the field 
oscillations stop and r(T) tends monotonically to zero. 
The asymptotic solution of (6.2), which describes such 
a ''rotator decay'' and which is suitable for small values 
of r and Jl, is of the form 

r= [l'2 (1 + y1 + v')'''f.!J''' { t-[l'2 (i +11 +Vi>\ J 
v v 3 + 5l'1 + y2 

9 1 [ -y2 (1 +l'1 + y2)''• ]2 
-2 4+5l'1+v2 -:; 3+5l'1+v' II- (6.10) 

2l'2(1+l'f+v2)''• - --lnf.!+ ----;=-!! = -yrl'2(1 +l'1 +v')''•+const. (6 ll) 
v 3 + 5 l'1 + y2 • 

The fast decrease of the field goes over relatively 
rapidly into the decrease described by the linear theory. 

Figures 3 and 4 show plots of r, v = dr/dT, and Jl 

against T(-T = y-1! dJl/r2(Jl~, obtained by numerical 
o.o1 J 

integration of the system (6.2) and of the equation 

v•,.a_!__(,.a dr) = r- 2r" + ~. 
df.! df.! ,.... (6.12) 

at values y = 0.2 and 0.05. 
We note that formula (6.10) for y :s 0.5 leads tore

sults which coincide practically with the results of 
numerical calculation up to values of r corresponding 
to rmax = 1, i.e., up to the stationary point of {6.5). 
This indicates a direct transition of the asymptotic 
solution (6.10) into an oscillatory dependence, which 
can be conveniently described by formulas (6.3), (6. 7), 
and (6.8). 

Let us discuss, finally, the question of satisfying the 
boundary conditions on the surface of the conductor, and 
respectively on the uniqueness of the obtained solutions. 
Putting Einc =71 112E~(1- k2/K~) and using (6.1), we can 
rewrite (5.15) in the form 

(6.13) 

Figure 5 shows plots of 11 against Jl for K~/k2 - 1 equal 
to 0.25, 0.0625, and 0.01 and y = 0.2. We note that, as 
follows from (6.1), by bringing the values of k and Ko 

close together for a specified y, we arrive at smaller 
values of v/w. We can therefore state on the basis of 
Fig. 5 that at small values of v/w each given value of 11 
corresponds to several values of Jl, and when the dissi
pation increases this ambiguity vanishes. 

The discussed ambiguity of the solutions, which 
corresponds to the possible existence of several sta
tionary solutions, is typical of a number of nonlinear-

-0,8 

FIG. 3. FIG. 4. 

oscillation problems. It is possible to use here the con
cepts developed in the theory of nonlinear solutions c12 J 

concerning the stability of such stationary amplitudes. 
In particular, one can speak of oscillatory hysteresis 
under adiabatic variation of the amplitude of the incident 
wave. The course of such an oscillatory hysteresis is 
indicated by the arrows in Fig. 5. 
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7. Conclusions. The foregoing analysis shows that 
the limiting frequency of the transparency region shifts 
with increasing incident-wave amplitude towards smaller 
values. We studied the penetration of the field into the 
plasma of a conductor under conditions of nonlinear 
transparency and weak damping. We have shown that 
several stationary solutions can exist under such condi
tions, a fact which can become manifest by oscillatory 
hysteresis under adiabatic variation of the amplitude of 
the incident wave. We note that the phenomena under 
consideration can take place in relatively weak fields, 
when the plasma instability known to occur in a high
frequency field do not develop. Finally, in order to pre
vent excessive heating, which can greatly hinder the 
understanding of the phenomenon, it would be necessary 
to use in the experiment high-frequency field pulses 
with duration not greatly exceeding the free path time 
1/v. For relatively weak fields, in which the aforemen
tioned phenomena are possible, the stationary field dis
tribution investigated here will apparently become es
tablished within such a time. 
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