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Formulas are found for the irreducible parts and the multiplicities that are contained in the 
product of two irreducible representations of SU3• Using the Young diagrams, a formula is 
derived for the isotopic and hypercharge content of an irreducible representation. 

1. INTRODUCTION 

IT is known [i] that there are four simple Lie 
groups of rank two-SU3, C2, B2 and G2, any of 
which can be used to describe the symmetry of 
elementary particles. They all contain the isospin 
group SU2 as a subgroup i), so that a complete set 
contains at least the three commuting operators: 

/J2 = Ht2 + 1!4(EtE-t + E-tEt), Ht, H2, 

whose eigenvalues can be identified with the quan
tum numbers for the square of the isospin t2, its 
projection t 3, and the hypercharge Y. 

We note, however, that these operators consti
tute a complete set only for SU3• In fact from 
group theory one knows (cf., for example,[2] ), that 
for a group of rank two the number of additional 
operators, i.e., operators included in a complete 
set together with the operators Hi and H2, is 
given by the formula n = r/2 - 3, where r is the 
order of the group. From this formula we see 
that a complete set for the groups C2 and B2 con
tains, in addition to Hi, H2 and H2, one additional 
operator, while the complete set for G2 contains 

1>From the operators of this group we can construct the 
three operators 

Eo= H1 I r1(1), E+ = E1 I ql2rl(1), E_ = E_1 / f)'2r1(-1), 

satisfying the commutation relations for the isospin operators 
[Eo, E±] = ±E±, (E+, E_] = 2E0, while the operator 

E2 = E 02 + 1f2 (E+E- + E_E+) = H2 1 r12(1) 

corresponds to the square of the isotopic spin and commutes 
with H2 (cf.['D. 

three additional operators.2) Thus the groups SU3, 

C2, B2 and G2 differ in the number of conserved 
nonadditive quantum numbers. 

From the theoretical point of view, the most 
attractive group is su3, since to it there corre
spond only the already known conserved quantum 
numbers t2, t 3 and Y. Furthermore it is interest
ing that SU3 describes the symmetry of the weak 
and electromagnetic interactions in a completely 
analogous way to the symmetry of the strong in
teraction. [3] 

The present experimental facts are also best 
described by SU3, so we shall consider its repre
sentations. This point should not, however, be re
garded as definitely established. The accumula
tion of experimental information may markedly 
change the situation, bringing to the fore some 
other group of second or even higher rank, or 
leading to a complete rejection of the hypothesis 
of higher symmetries. 

2)For example, among the operators for the groups a. and 
G2 one can choose three operators: 

Eo'= H2 I r2(y), E±' = E±y I ty2'r2(±y) 

(y = 4 for a. and y = 3 for G2), satisfying the commutation re
lations for the isospin operators and commuting with H,, H2 

and H2• The operator 

H'• = r2•(v)E'• = r22(v) (E0'2 + 1f2 (E' +E' _ + E' _E' +)) 

appears in the complete set of commuting operators along 
with the operators H,, H2 and H2 • Thus the groups a, and G2 

(and also C,, which is locally isomorphic to a,) contain two 
independent isospin subgroups. The last remark is an ob
vious consequence of the fact that the group 0 4 = 0 2 x 0 2 is 
a subgroup of these groups. 
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2. TWO POSSIBLE APPROACHES TO THE 
THEORY OF THE REPRESENTATIONS OF 
SU3 

SUa is the group of transformations produced 
by unitary unimodular matrices A of order three 
in the three-dimensional complex space C3• We 
choose as a basis vector in this space the eigen
vector xi ( i = 1, 2, 3) of the operators t 2 = 3H2, 

t 3 = -f3H1 and Y = 2H2• From the explicit form of 
these operators in the representation given in [1], 
we easily conclude that the first two components 
z = ( x1, x2 ) of the vector xi correspond to the 
eigenvalues t 3 = ±Y2, t = 1;2 and Y = 1/a, while 
s = x 3 corresponds to the eigenvalues 3l t 3 = t = 0, 
Y = -% (while the eigenvalue of t2 is t (t + 1) ). 

We introduce the vector Xi, complex conjugate 
to the vector xi: xi = (xi )*, and form the product 

(2 .1) 

This product, formed in the three-dimensional 
complex vector space C3, we call a mixed tensor 
with p contravariant and q covariant indices, or 
simply the tensor of rank ( p) + ( q). It is obvious 
that such a tensor transforms according to some 
representation of SU 3• In fact the aggregate of all 
tensors of rank ( p) + ( q ), i.e., all systems of 
3P +q numbers T~ 1· · ·~p form a 3P +q_dimensional 

J 1•. ·Jq 
complex space R which, under the transformation 
A of SUa (x'i' = At'xi, x~, = A1!,x1·, where A~' 

l l l 

= ( Ai'i )*), transforms according to the matrix B: 

(2 .2) 

where 

which is the matrix of the tensor representation. 
We introduce the concept of an irreducible 

tensor: a tensor ( p, q) which transforms ac
cording to an irreducible representation of su3, 
or an irreducible tensor, is one whose space con
tains no invariant subspaces. (A subspace R1 of 
R is said to be invariant with respect to the 
representation given by the matrices B if R1 is 
transformed into itself by all the matrices B.) 

It is obvious that to understand the properties 
of group representations we need only consider 
irreducible representations, since by definition 
any reducible tensor splits into a sum of irreduc
ible ones (or its space is made up of several in
variant subspaces). 

3 lThis choice of basis vector corresponds to the quark or 
ace models proposed by Gell-Mann[•] and Zweig[•]. 

We shall prove several theorems which enable 
us to expand tensors into their irreducible parts: 

Theorem 1. The tensors T~ 1 ... ~P, for which 
JJ···Jq 

the contraction on a particular pair of indices i 1, 
j 1 is zero, form a subspace of R which is invari
ant with respect to the tensor representation B 

(the contraction or trace of the tensor T~1···~p on 
JJ···Jq 

the indices i 1, j 1 is the sum T~~2 .. ·~P). 
]2·. ·Jq 

The proof follows immediately from (2 .2) if 
we use the unitarity condition for the matrix A: 

Theorem 2. The tensors whose upper and lower 
indices are separately symmetrized according to 
particular Young diagrams form a subspace of R 
invariant with respect to th~ re,Presentation B. 
Let us consider a tensor T11···1p symmetrized 
according to the Young diagram (p1, p2, p 3 ). (The 
proof for a mixed tensor of rank ( p) + ( q) is 
analogous, since the upper and lower indices are 
symmetrized independently.) By definition this 
means that the tensor Ti1 ... ip is obtained from 
T\1···ip = xi1 ... xiP as the result of a symmetriza
tion operation which is conveniently described as 
follows: to each index ik we assign a box, to a 
set of k symmetric indices we assign a row of k 
boxes, and to l antisymmetric indices a column 
of l boxes. Since ik = 1, 2, 3, we must have 
l :S 3 (otherwise there will be identical indices 
among the antisymmetric ones, so that the corre
sponding tensor is zero). 

We divide the total number of indices p into 
three groups, in each of which there are Pn boxes 
(n = 1, 2, 3, p1 2: p2 2: p3, p1 + p2 + p 3 = p). All the 
indices within one group are symmetrized. Each 
such operation is described by the pattern con
sisting of a row of p1, p2 and p 3 boxes, respec
tively: 

I I I Pz 

LITI/j 
We now antisymmetrize on the boxes located 
vertically above one another, and agree to de
scribe this operation by the socalled Young pat
tern (p1, p2, p 3 ): 

(2.3) 
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The tensor Tii···ip obtained from the initial ten
sor Tli···ip by means of the symmetrization op
eration described by the Young pattern (2 .3) is 
called the tensor symmetrized according to the 
Young pattern ( Pi• P2• P3 ). 

Since the Young pattern is completely deter
mined by the numbers Pi• p2, p 3, which are called 
its signature, it is also determined by the numbers 
P3, P2 - P3• Pi - P2• which give respectively the 
numbers of antisymmetrized triples of indices, 
antisymmetrized pairs, and the number of sym
metrized indices. 4 l It is easy to show that the op
eration (2 .2) transforms symmetric or anti sym
metric indices among themselves, i.e., the trans-

• I ·I 

formed tensor T'1 i · · ·1p is characterized by the 
same numbers p3, p2 - p 3, Pi - p2, and thus by 
the same Young pattern (2.3), which proves 
Theorem 2. 

From these theorems it follows that an irre
ducible tensor is one whose upper and lower in
dices are separately symmetrized according to 
some Young pattern, and for which all traces are 
zero. But there is still one additional feature of 
the group su3 which greatly simplifies the prop
erties of irreducible tensors: two anti symmetric 
co- (contra-) variant indices are equivalent to one 
contra- (co-) variant index, i.e., one can raise 
(lower) indices by means of the antisymmetric 
special tensors Eijk ( Eijk ). 

To prove this we note that the tensors 

xitxizxi3eil i2is (2 .4) 

and 

Xj 1Xj 2Xj 3 EM2 JJ (2 .5) 

together with 

xix; (2.6) 

are scalars for SU3. In fact, under the transfor
mation xi- xfi' =A!' xi, we have, for example, 

l 
for (2.4) 

since det A= 1 because the matrices A are uni
modular. 

From a comparison of (2.4), (2.5) and (2.6) we 
get the statement made above: the anti symmetric 
product Eji 1i2xiixi2 of two contravariant vectors 

transforms like the covariant vector Xj, and con-

4lWe note that a tensor symmetrized according to some 
Young pattern is completely symmetric with respect to a per
mutation of indices which corresponds to interchanging two 
columns having the same number of boxes. 

versely the anti symmetric product Eij ih xj 1xh of 

two covariant vectors transforms like the contra
variant vector xi. 

Because the operations of antisymmetrization 
and raising (or lowering) of indices are equivalent, 
there are two possible approaches to the theory of 
the tensor representations of su3. 

1. Assume that all tensors are contravariant. [SJ 

Then the mixed tensor of rank (p) + (q) is equiv
alent to a contravariant tensor of rank p + 2q, in 
which 2q indices are anti symmetric in pairs. As 
shown above (Theorem 2), a .contravariant tensor 
is irreducible if it corresponds to some Young 
pattern, i.e., if it is characterized by a triple of 
numbers ( p 1, p2, p3) constituting the signature of 
a Young pattern. But it follows from (2.7) that a 
completely antisymmetric third rank tensor 
transforms like a scalar. To such a tensor there 
corresponds a Young pattern with three boxes in 
one column. Since multiplication by a scalar does 
not change the properties of the tensor under 
transformations of the group (and these are all 
that we are interested in), all columns of three 
boxes in the Young pattern (2.3) can be dropped. 
Thus, in fact, an irreducible tensor for SU3 is 
given by two numbers ( fi, f2 ) (with f1 = P1 - P3 
and f2 = p2 - p3 ), which give the numbers of boxes 
in the first and second rows of the Young pattern. 

2. Assume that all tensors are symmetric in 
their upper and lower indices separately, i.e., 
every antisymmetric pair of superscripts (sub
scripts) has been rewritten as one subscript 
(superscript).[7] As shown above (Theorem 1), 
such a tensor is irreducible if the contraction 
(trace) is zero. (This is sufficient since as a re
sult of the symmetry in all upper and all lower 
indices the tensor has only one trace.) It is given 
completely by the numbers of upper and lower in
dices p and q, and is denoted by (p, q ). 

There is an obvious connection between the 
numbers (f1, f2 ) and (p, q) which label the irre
ducible representations in the two approaches: 
p = f1 - f2, q = f2 . This follows from the fact that 
f2 is the number of antisymmetric pairs of indices 
in approach 1, and these are represented in ap
proach 2 by the same number of covariant indices. 
From now on we shall use the same notation 
( p, q) for both approaches. In this notation the 
number of boxes in the first row of the Young 
pattern corresponding to the tensor ( p, q) is 
q + p, the number in the second row is q, i.e., p 
is the number of boxes "overhanging" beyond the 
second row. 

Both approaches are of course equivalent from 
the point of view of the theory of representations 
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of SU3• But to get results as quickly as possible 
in representation theory one must know how to use 
both approaches, since each of them is especially 
effective in studying certain aspects of the theory. 
In Sees. 3 and 4 we shall give examples of the ap
plication of both approaches. 

3. FIRST APPROACH. ISOTOPIC CONTENT OF 
SUPERMULTIPLETS 

Let us find the isotopic content of an irreduci
ble representation (superrnultiplet) of SU3• As we 
have seen, the basis vector of the group xi con
sists of two isotopic components z and s, corre
sponding to isotopic spins 1/ 2 and 0, and having 
the respective hypercharges t;3 and -%. 

Let us choose as the basis vector in the space 
of the irreducible representation ( p, q) the eigen
vector of the operators t2, t 3 and Y, and find the 
eigenvalues of these operators. To do this we fix 
the indices placed in the Young pattern ( p, q ). If 
the index in a given box is 1 or 2, we replace it by 
z, if it is 3, we substitute s. 

It is easy to see that there are only two possible 
independent arrangements of symbols in the col
umns of the Young pattern: 

a) the symbol z is in both the first and second 
boxes of the column of the Young pattern; 

b) the symbol z appears in the first box of the 
column in the Young pattern; the second box con
tains s (the case where the first box contains s 
and the second z reduces to this by a change of 
sign; because of the antisyrnrnetry in the indices 
in a given column, s cannot appear in both boxes 
in a column, since the corresponding tensor com
ponent is 0). 

We denote the number of times z appears in 
the first row by k, and the number of times it 
appears in the second row by Z. Obviously q :s k 
:s q + p and 0 :s l :s q (for if k were less than q, 
the same symbol would appear in both boxes of 
the column, and this is impossible). Since the hy
percharge is an additive quantum number, it is 
taken into account very simply: the total number 
of entries z is equal to k + l, the total number of 
s entries is p + 2q- (k + Z), so that 

Y= 113(k+l) - 213[P+2q- (k+l)] 

= k + l- 2I3(P + 2q). 

Thus the representations ( p, q) correspond to a 
particle with integer hypercharge only when 
p + 2q is divisible by 3. 

Now let us find t. From spinor theory we know 
that the antisyrnrnetric combination of two spinors 
corresponds to spin 0, while the symmetric corn-

bination gives spin 1. Thus a column containing 
the symbol z in the first and second boxes gives 
no contribution to the spin t of the tensor com
ponent corresponding to the given arrangement of 
indices in the Young pattern. But symbols z ap
pearing in the first box of columns having s in the 
second box are in general not symmetric under 
permutation (this operation on the Young pattern 
is an antisyrnrnetrization), so that they do not give 
an irreducible representation of the spinor group 
SU2 and do not correspond to a definite spin. (It is 
easily shown, in the same way as above for SU3, 

that the Young pattern corresponding to an irre
ducible representation of su2 contains a single 
row, so that all the irreducible representations 
(except the scalar) are symmetric under inter
change of spinor indices.) 

To obtain the basis vector of the representation 
having definite values of t, t 3 and Y, we must 
form a linear combination of components with the 
same Y and t 3 which is symmetric under inter
change of all the k - l symbols z that are anti
symmetrized with symbols in the second row; in 
addition this linear combination must remain 
antisyrnrnetric under permutation of two z's that 
are in the same column. Such a linear combina
tion has the form: 

where we sum over all possible permutations of 
the symbols Zi, and this symbol corresponds to 
the component of the basis vector with 

t = 1l2 (k -l), q ~ k ~ q + p, 0 ~ l ~ q, 

Y = k + l- 2I3(P + 2q). (3.1) 

It is easily seen that the quantities 

lmax, Y(tmax); tmin, Y(tmin); 

Ymax, t(Y max); Y min, t(Y min) 

are uniquely determined for any representation, 
and have the form 

tmax = (p + q) I 2, 

tmin = 0, 

Y(tmax) = (p- q) I 3; 

Y(tmin) = -2(p -- q) 13; 

Ymax = (p + 2q) I 3, t(Ymax) =PI 2; 
Ymin = -(q+2p) 13, t(Ymin) = ql2. (3.2) 

The isotopic content of the irreducible repre
sentation ( p, q) is conveniently shown by points 
in the Y, t plane. From (3.1) it follows that these 
points are the intersections of the lines 

Y- 2t = 2l- 213(P + 2q) 
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and 
Y + 2t = 2k- 2/3(p + 2q), 

i.e., lines passing through the points t = 0, 
Y=2[Z-Ymaxl andt=O,Y=2(k-Ymax) at 
angles of 1r/2 and 37r/2 to the Y axis, respec
tively. Graphs of the isotopic content 5 l of the 
representations (5, 2), (1, 1) and (3, 0) are shown 
in the figure. 

2t 

l/111 
~L_ 

1 ' r 

2f 

8 

" y 

2t 

~~ 
·2 -_f 11 : ,? y 

Isotopic content of the representations 
(5, 2), (1, 1) and (3,0) 

We note that the graph for the conjugate repre
sentation is gotten by reflecting in the 2t axis. 
(The conjugate of a representation consists of the 
matrices that are complex conjugate to the 
matrices of the given representation. It is then 
easy to show that the tensor conjugate to the ir
reducible tensor ( p, q) has the indices ( q, p ). In 
approach 1 it corresponds to the Young pattern 
( q, p) which is obtained from the pattern (p, q) 
by replacing all single-box columns by two-box 
columns and conversely.) If this is actually so, 
then Ymax ( p, q) should be equal to - Ymin ( q, p ), 
which is clear from formula (3.2). The self-con
jugate representation ( p, p) thus has a graph in 
the form of a square whose diagonal is the 2t 
axis. We also note that only a self-conjugate 
representation contains the component t = Y = 0 
(since Y ( 0) = 0 implies p = q ). 

The dimensionality of the ( p, q) representa
tion is given by the formula 

where n ( t) is the number of multiplets with iso
spin t and arbitrary hypercharge in the irreduci
ble representation (p, q). From the figure it is 
easily seen that n ( t) has the following form: 

0 ~ t ~ t(Ym;n), ( 2t + 1, 
n(t) =12t(Ymin) + 1, 

t 2(tmax- t) + 1, 
t(Ymin) ~ t ~ t(Ymax), (3.4) 
t(Y max) ~ t ~ tmax. 

Substituting (3.4) in (3.3) and using (3.2), we get6 l 

N = (p + 1) ( q + 1) ( (p + q) I 2 + 1) . ( 3. 5) 

4. SECOND APPROACH. DERIVATION OF FOR
MULA ENABLING ONE TO FIND THE IRRE
DUCIBLE COMPONENTS APPEARING IN A 
PRODUCT OF IRREDUCIBLE REPRESENTA
TIONS TOGETHER WITH THEIR MULTI
PLICITIES 

We shall now find the formula for resolving a 
product of irreducible representations into irre
ducible components (cf. also [s] ). Such a formula 
is easily gotten using approach 2. 

As shown in Sec. 2, in approach 2, for the 
representation ( p, q) we form a traceless tensor 

T~ i· · ·~p which is completely symmetric in all 
Ji .. ·Jq 

upper and lower indices. Let us consider a prod-
uct of two such tensors, corresponding to the 
representations (Pi, qi) and ( P2, q2): 

(4.1) 

Constructing from (4.1) all tensors having the 
properties enumerated above, we obtain all the 
irreducible tensors contained in the expansion of 
the product of the tensors (Pi, q1 ) and ( P2, q2) 
into irreducible components. 

It is logical to carry out the construction of 
irreducible tensors from (4.1) in the following 
sequence: 

1) lowering an index (using the special tensor 
Enir); 

2) raising an index (using the special tensor 
Ehjs ); 

3) symmetrization on all upper and all lower 
indices; 

4) contraction (using the special tensors o~ 
and ot); l 

5) subtraction of the trace. 

N = ~ (2t +1)n(t), 
Operations 3) and 5) do not change the rank of 

(3.3) the tensor (i.e., the number of upper and lower in-
t=O 

SlFormulas (3.1) and the corresponding graphs were first 
obtained by Rashid and Yamanaka, [8 ] and later by a differ
ent method by V. V. Sudakov (private communication). 

6)This method for deriving the formula for the dimension
ality of an irreducible representation is due to V. V. Sudakov 
(private communication). 
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dices). The numbers (p, q) characterizing the 
tensors obtained, and their multiplicity, are there
fore determined by operations 1), 2) and 4). 

Let us first consider operations 1) and 2). As 
a result of l operations of the type 1), the tensor 
(4.1) with p 1 + p2 upper and q1 + q2 lower indices 
becomes a tensor with p 1 + p2 -2Z upper indices 
and q1 + q2 + l lower indices. As the result of m 
operations of type 2), the tensor (4.1) becomes a 
tensor with p 1 + p2 + m upper indices and q1 + q2 

- 2m lower indices. It is obvious that 

But because of the identity 

Bn;rehis = {jnho;io,.s + o,.h{jnio;s + o;ho,.ions 

- onho,.i6;•- o;honio,.•- o,.ho;ions 

the simultaneous raising and lowering of an index 
reduces to a contraction. Thus we shall charac
terize operations 1) and 2) by the number k = l 
- m, where -min(q1, q2 ) :s k :s min(p1, p2 ). A 
positive k means that operations 1) and 2) have 
resulted in the lowering of k indices, while nega
tive k means that operations 1) and 2) have re
sulted in the raising of I k I = -k indices. 

The tensor thus obtained has p 1 + p2 - 2k up
per and q1 + q2 + k lower indices if k > 0, and 
p 1 + P2 - k upper and q1 + q2 + 2k lower indices if 
k < o. 

We shall restrict ourselves to nonnegative k. 
The treatment for negative k is done in exactly 
the same way. Because of the symmetry of each 
of the tensor factors in its upper (lower) indices, 
it is irrelevant which two indices of the set 
i, r ( j, s) are lowered (raised). Thus the multi
plicity of each of the tensors with p1 + p2 - 2k 
upper and q1 + q2 + k lower indices that are ob
tained by operations 1) and 2) when k > 0 is 
equal to one. 

Now let us consider the operation of contrac
tion. As result of n contraction operations on the 
tensor obtained after operations 1), 2) and 3), we 
get a new tensor with p 1 + p2 - 2k - n upper and 
q1 + qz + k - n lower indices. In general this 
tensor may be obtained in several different ways, 
i.e., its multiplicity may be greater than unity. 
In fact the n contractions may be carried out by 
contracting among themselves t indices of the set 
r, j and v indices of the set i, s (contraction of 
indices from the sets i, j and r, s with one 
another will give zero since the tensors ( p 1, q 1 ) 

and (p2, q2 ) are traceless), where t and v are 
related by the condition t + v = n. Thus there are 
different t's and v's corresponding to the same 
n. It is easy to show that t and v vary within the 
range 

0 ~ t ~ min (Zh - k, qz), 0 ~ v ~ min(pz- k, qt), 

so that 

0 ~ n ~ min (Pi - k, qz) + min (pz- k, qt). 

The expression for the multiplicity p ( k, n) of 
the tensor with p 1 + p2 - 2k - n upper and q1 + q2 

+ k - n lower indices is obtained in the following 
way. We fix n and vary t and v so that their sum 
is n. We first increase t and decrease v: 

t, t + 1, ... , min (Pi - k, qz); 
v, v- 1, ... '0. 

It is obvious that then t and v run through 

min (min (pi--- k, q2 ) - t + 1; v + 1) 

= min (Pi - k, qz, n) - t + 1 

values. For decreasing t and correspondingly 
increasing v, t and v run through 

min (min (pz- k, qt) - v, t) = min(p2 - k, qi, n) - v 

values. Altogether t and v run through 

p(k, n) = min(pi- k, q2, n)+ min(pz- k, qi, n)- n + 1 

values for a fixed n. 
Since operation 5), without changing the rank 

of the tensor, makes it irreducible, we finally get 
the following theorem (where the formulas also 
include the case of negative k). 

The expansion of the product of irreducible 
representations ( p 1, q2 ) and ( p2, q2 ) contains the 
irreducible representations 

(p, q) = { (Pi+ Pz- 2k- n, 
(pi + Pz - k - n, 

ql + qz + k - n), k ~ 0, 

q1 + qz + 2k- n), k < 0, 
14.2) 

where 

- min ( qi, qz) ~ k ~ min (pi, Pz), 

0 ~ n(k) ~ { min(pi- k, qz)+ min(pz- k, qt), 
""' ""'· min(p1, qz + k) + min(pz, qi + k), 

k~O, 

k<O. 
( 4.3) 

Their multiplicities are given by the formula 

p(l.:, n) = 

{ m~n(p1- k, qz, n) + m~n(pz- k, q~, n)- n + 1, 

mm(pi, qz + k, n) + mm(pz, qi + lc, n)- n + 1 

We note that 

p(k,O) = 1. 

k~O, 

k<O. 

( 4.4) 

(4.5) 

Formulas (4.2)-(4.4) can be written somewhat 
differently using the half-integers i = k/2 and 
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j = n (k) + I k l/2. In this notation the preceding 
theorem is formulated as follows. 

The expansion of the product of irreducible 
representations ( p1, q1 ) and ( p2, q2 ) contains the 
irreducible representations 

(p, q) = (p, + P2 -- 3i- j, q, + q2 + 3i- j), (4.2') 

where 

- 1/2 min ( q~, q2) ~ i ~ 1/2 min (p,, p2), 

I i I ~ j ( k) ~ min (p, - i, q2 + i) 
+ min (p2 - i, q, + i) - I i 1. (4.3') 

The multiplicity of the representation corre
sponding to given values of i and j is given by 
the formula 

p (i, j) = min (p1 - i, q2 + i, j) + min (p2- i, q, + i, j) 
-j-lil + 1. (4.4') 

Let us consider a few simple examples: 
1. We take the product (f, 0) x (0, f). From 

(4.3) and (4.4) we get: k = 0, 0 :::: n :::: f, p ( 0, n) 
= 1. Thus the product of two conjugate representa
tions of the type ( f, 0) contains only self-conju
gate representations (p, p), where p = 0, 1, ... f, 
and each representation appears only once: 

f 

(f,O)X(O,f)=L (p,p). (4.6) 
p=O 

2. We take the product (f, 0) x (f, 0). For it, 
0:::: k:::: f, n = 0, p (k, 0) = 1, so that the product 
of two identical representations ( f, 0) contains 
f + 1 representations of the form ( 2 [ f - k], k), 
k = 0, 1, ... f, each with unit multiplicity: 

f 

(f,O)X(f,O)=~ (2[1-k], k). (4.7) 
k=O 

3. Now we consider a product (f, g) x (g, f), 
with f > g. Using (4.4) we easily find that the 
multiplicity p ( p) of the self-conjugate represen
tations ( p, p) appearing in this product is given 
by the formula ( cf.[B]): 

{ I+ g- p + 1, I + g ~ p ~ I. 
p(p)= g+1. l~p~g, (4.8) 

p + 1, g ~p ~ 0. 

From this we get the theorem: the representa
tion ( p, p) appears in the product of two conjugate 
representations no more than p + 1 times and no 
less than once. 

The author thanks L. B. Okun' and I. S. Shapiro 
for their interest in the work and for helpful dis
cussions. 
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