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A graph technique analogous to the usual Feynman technique in field theory is developed for 
calculating Green's functions for particles in a statistical system which under the action of an 
external field deviates to any arbitrary extent from the state of thermodynamic equilibrium. 
It is found that in order to describe such a system it is necessary to introduce two Green's 
functions for each type of particles. The equation for one of these functions is a generaliza­
tion of the usual Boltzmann kinetic equation. 

THE use of quantum field theory methods has 
turned out to be very effective for the formulation 
and for the solution of problems in statistical phys­
ics. A number of prescriptions has been given for 
the description of thermodynamic characteristics 
of equilibrium systems [ 1-sJ and of the ground state 
of a many-body system [ 7- 9] • In the papers of Kon­
stantinov and Perel' [ 1oJ, Dzyaloshinskil [H] and 
Mills [ 12] a technique has been developed for the 
calculation of time dependent quantities (kinetic 
coefficients) in systems in thermodynamic equili­
brium. In carrying out this program the deviation 
of the system from the Gibbs equilibrium distribu­
tion was assumed to be small, i.e., the external 
field was taken to be sufficiently small. The pres­
ent paper is devoted to the application of analogous 
methods to the description of essentially nonequili­
brium systems, for example, such systems as the 
system of electrons in a strong electric field. In 
the simplest cases in order to describe such sys­
tems Boltzmann's kinetic equation or the system 
of coupled equations proposed by Bogolyubov[ 13J 
are used. 

We shall obtain below a system of equations for 
the Green's functions of the particles in the system, 
and we shall show that one of these equations is 
essentially analogous to the kinetic equation. The 
appearance of such an equation-an additional one 
in comparison with systems in thermodynamic 
equilibrium -in the problem under consideration is 
quite natural, since we must have an equation which 
describes the distribution of particles in the sys­
tem. In the equilibrium case this is given by the 
Gibbs canonical distribution. Our diagram tech­
nique will be close to Mills' technique for equili­
brium systems. This technique has the advantage 
that it is completely analogous to the usual Feyn­
man technique in field theory, with the only differ-

ence that the number of Green's functions appear­
ing in it is increased. In the course of the discus­
sion there appears automatically a function which 
describes the distribution of the particles in the 
system, and the equation for this function plays the 
role of the kinetic equation. 

Following the method of Konstantinov and Perel' 
we shall define the density matrix p for the 
system by the usual equation 

ifJp/8t= [H;, p]-=H;(t)p(t) -p(t)H;(t) (1) 

with the boundary condition 

p(t = -oo) = po = exp {'¥o -Ho(-oo)) / kT}, (2) 

where H = H0 + Hi is the Hamiltonian of the system 

H0 (t) = 'S 1jl0+(rt) { e (- ili"il- ec A) +eel>} 

(3) 

The first term in H0 is the energy of noninteracting 
electrons in an external electromagnetic field 
{A(rt), <I> (rt) }, the second is the Hamiltonian of the 
heat bath in contact with the system under consid­
eration, E(p) is the dispersion law for the elec­
trons, lJ! 0 is the initial free energy. 

The field operators 1/J 0 and 1/Jo are defined in the 
following manner: let cpp(rt) be the complete sys­
tem of functions determined by the equation 

{e(-iV-~A(rt)) +eCD(rt)-i :t}cpp(rt) = 0 (4) 

and by the boundary condition at t-.. -oo 

q>p (rt)---'> exp {i (pr- ept)}, (5) 

where we consider the external field to be switched 
off at t---oo, i.e., (A, <I>)-.. 0. Then the field 
operator ljJ 0(rt) is defined by the relation 

1018 
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'¢0 (rt) = ~ ap<pp (rt), 
p 

where ap are the usual Fermi operators which 
satisfy the commutation relations 

(6) 

[ap+ap•l+ = ap+~p· + ap•ap+ = ~pp'· (7) 

Utilizing the fact that the functions C,Op(rt) form at 
any arbitrary instant of time a complete orthogonal 
system, and formulas (6) and (7), it can be easily 
shown that for coincident times 

[ ¢o+(rt), 'l'c (r't) ]+ = <'I (r - r') (8) 

and in virtue of this the operators lfl 0(rt) satisfy the 
free equations of motion 

W¢ol iJt = [¢o, Ho]-, 

i.e., we have from the outset defined the field 
operators in the interaction representation. 

(9) 

We note that the operator H0(t) differs in the 
Schrodinger representation and in the interaction 
representation in contrast to the usual case, when 
all the external fields are independent of the time. 
Having in mind such a definition of the field opera­
tors we have from the outset written equation (1) 
in the interaction representation leaving in it only 
the operator for the interaction energy Hi which, 
for the sake of definiteness, we shall in future write 
in the form 

Hi(t) = g ~ '¢o+(rt)¢o(rt)<po(rt)dr, (10) 

where g is a dimensionless coupling constant. 
Such an expression describes the interaction be­
tween electrons and phonons in solids, and also 
can be utilized to describe the Coulomb interaction 
of charged particles if we write a separate equa­
tion for the Coulomb field. 

Equation (1) for the density matrix p (t) can be 
formally solved with the aid of the S-matrix 

t 

S(t,- oo) = Texp{- ~ ~ Hi(-r)d1:}. (11) 
-00 

which satisfies the equation 

iiJS I at= Hi(t)S(t). (12) 

The symbol T in (11) denotes a time-ordered 
product defined in the usual manner. Then we have 

p(t) = S(t, -oo)poS+(t, -oo) 

= S(t, -oo)poS( -co, t). (13) 

The density matrix defined in this manner depends 
explicitly on the time. The average value of an 
arbitrary operator L0(t) at time t has the form 

<Lo(t)> = Tr{p(t)Lo(t)}, (14) 

where the subscript zero on the operator L0 shows 
that this operator is taken in the interaction repre­
sentation, i.e., its time dependence is determined 
by the free equation of motion in the external field 

WLo I iJt = [Lo(t), Ho(t) ]-, (15) 

since the density matrix p (t) itself was defined by 
us in the interaction representation. In future, 
however, we shall have occasion to deal with corre­
lation functions of several field operators taken at 
different instants of time. In these cases it will be 
more convenient for us to transfer the entire time 
dependence to these operators, and to regard the 
density matrix as being independent of the time, 
i.e., to go over to the Heisenberg representation. 
In this case the field operators satisfy the com­
plete equations of motion 

W¢ I at= [ ¢, H]--. (16) 

For the time-independent density matrix we can 
take the value of the matrix determined by expres.­
sion (13) at a certain fixed instant of time, for ex­
ample, t = 0, having thus included in it all the 
changes which the distribution p0 (2) had undergone 
when the external field and the interaction in the 
system were switched on. In order to convince 
ourselves that such a procedure is correct we 
shall, for example, show that in the case of a sys­
tem in thermodynamic equilibrium it leads to the 
Gibbs canonical distribution, as it ought. In order 
to do this we utilize the well-known relation [ 14 • 15 ] 

S(O,- oo)H0S+(O,- oo) 

H . dS(O, -oo) S 
= - z~g +(O,- oo.), 

dg 
(17) 

where o is a parameter describing the adiabatic 
switching-on of the interaction, i.e., the interaction 
constant g in (10) is considered to be time depen­
dent, in accordance with g(t) = ge0t. After going to 
the limit 6------ 0 the second term in (17) turns into 
a c-number equal to the sum of all the vacuum 
loops and describing the correction to the free 
energy of the system [ 1- 3]. Therefore, for the given 
case of an equilibrium system 

p = p(O) = 8(0, -oo)p0S+(O, -oo) = e<W-H}/hT, (18) 

where H is the total Hamiltonian, while w is the 
total free energy. 

Having defined the density matrix as p (0) we 
must utilize such Heisenberg field operators 
If! (r, t), which at t = 0 go over into the free 1/J 0(rt). 
In other words, 
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¢(rt) = S(O, t)¢o(rt)S(t, 0), 

where, by definition, 

(19) ceeding from -oo to +00 ) branch of the contour the 
subscript +, and to points lying on the negative 
branch the subscript -. Then evidently we have 

t' 

S(t', t) = Texp{- i ~ H;('t)d't} 
t 

(20) 

= S(t',- oo)S+·(t,- oo). 

Utilizing these relations and the definition of the 
Heisenberg density matrix p, the average value of 
the T-product of arbitrary Heisenberg operators 
L(t), M(t') ... can be brought to the form 

(TL(t)M(t') .. .> = Tr{pTL(t)M(t') ... } 

= Tr{S(O, -oo)poS(-oo, O)TL(t)M(t') ... } 

or, commuting in the argument of Tr the operator 
S(O, -oo) and going over to operators in the inter­
action representation, 

<TL(t)M(t') ... > 
= Tr{poS(-oo, 0) [TS(O, t)L0 (t)S(t, t')M0 (t') ... ] 

X S(O, -oo)}. = Tr{poTc[ScLo(t)M(t') ... ]}, (21) 

where Tc indicates ordering along the contour c, 
going from -oo, passing the points t, t' ... and then 
returning back to -oo; Sc is the complete S-matrix 
defined along the whole contour c. Ordering along c 
means that the points on the return branch of this 
contour correspond to later times than the points 
on the original direct branch, and of any two points 
on the return path the later one is that which is 
closer to -oo. 

However, evaluation of integrals along the con­
tour c is inconvenient. Therefore, we perform in 
(21) the following identity transformation: we in­
sert in the argument of Tc the factor S(t0, +00 )X 
S( +00 , t 0) which is identically equal to unity, taking 
the point t0 to lie on the contour c later than that 
one of the points t, t' ... which lies on the extreme 
right. This is equivalent to cutting the contour C. 
to the right of the point lying on the extreme right 
and inserting into it a piece which goes to +00 and 
returns. The resultant contour C traverses the 
whole time axis from -oo to +00 and then back again 
from +00 to -oo. Formula (21) is thus brought to the 
final form 

(TL(t)Jif(t') ... ) = Tr{poTc(ScL0 (t)M0 (t') ... ]}, (22) 

with all the arguments t, t' ... considered as lying 
on the positive (-oo, +00 ) branch of the contour C. 

But use of the contour C enables us to write in 
the form of a T-product also the usual correlation 
function of two operators L(t) and M(t'). Indeed, we 
shall assign to points lying on the positive (pro-

<L(t)M(f)> = Tr{poTc(ScLo(L)Mo(t+')]}, (23) 

since in accordance with the definition of the Tc­
product the point t~ always precedes the point L 
This possibility leads to the fact that the diagram 
technique obtained below enables us to evaluate 
directly not only the Green's functions for the par­
ticles, but also the usual average values of opera­
tors. 

The averages of T-products of the type (22) and 
(23) can be decomposed in the usual manner [ 2] into 
a sum of Feynman graphs evaluated in accordance 
with the following rules. 

1. An n-th order graph contains 2n points along 
the real time axis. Moreover, each point can lie 
either on the positive or on the negative branch of 
the contour C, and this is denoted respectively by 
the subscripts + or - . An integration with respect 
to the coordinates of all the internal points is car­
ried out over the whole volume and over time from 
-oo to +00 • Each internal point is put in correspond­
ence with a factor g, if its subscript is +, and with 
the factor -g, if its subscript is-. 

2. One phonon and two electron lines emerge 
from (or enter) each point. Each of these lines is 
set in correspondence with one of four functions 
depending on the signs of the points which this line 
joins: 

a) if the line goes from the point - to the point +, 

it is set in correspondence with the function 

Go+(rt+, r'L') = -iTr{poT c[ ¢o(rt+), ¢ 0+(r'L')]} 

= i(¢o+(r't+')¢o(rL))o. (24) 

the symbol ( ... ) 0 denotes averaging using the ma­
trix p0; 

b) if the line goes from the point + to the point 
-, it is set in correspondence with the function 

Go-(rL, r't/) =· -iTr{poTc(¢o(rL)¢o+(r't/)]} 

(25) 

c) if the line goes from the point + to the point 
+, then it is set in correspondence with the usual 
causal Green's function 

Go0 (rt+, r't+') = -iTr{poTc[¢o(rt+)¢o+(r't+')]} 

(26) 

d) and, finally, the line connecting the point -
with the point - is set in correspondence with the 
function 
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Goc(rL, r'L') = -iTr{poTc[¢o(rL)¢o+(r'L')]} 

= -l(T¢o(rL)¢o+(r'L')>o. (27) 

In the last formula T denotes the product ordered 
with respect to the reversed time, i.e., 

T¢o(t)¢o+(t') = [ '!Jo(t)~o+(t'), 
t- ¢o+(t )¢o(t), 

if t < t', 
if t > t'. 

We shall henceforth omit everywhere the indices 
+and- in the time arguments of the Green's func­
tions, since the index ascribed to the Green's func­
tion itself uniquely determines the positions of its 
final and initial points on the branches of the con­
tour C. The functions G~ and G~ are related to at 
by the obvious relations 

Go"(rt, r't') = 8 (t- t') G0-(rt, r't') 

+ 8(t'- t)G0+(rt, r't'), 

G0°(rt, r't') = 8(t-·t')G0+(rt, r't') 

+ 8W- t)Go-(rt, r't'); 

8(x) = 1/z(i + signx). 

(28) 

(29) 

The Green's functions for Bose particles are de­
fined in an analogous maimer. 

The further rules for calculation are completely 
analogous to the usual Feynman rules, and, there­
fore, we shall not state them in detail. We only note 
that a diagram with 2n points contains the factor 
in+ 2F, where F is the number of closed loops in it, 
and that the unconnected diagrams must be omitted 
since they cancel with the trace of the density ma­
trix which we have for this reason omitted in ad­
vance in the denominators of all the formulas 
(21)-(29). 

It should also be noted that the applicability of 
Wick's theorem to the expansion of the T-products 
(22), (23) is not entirely obvious. Strictly speaking, 
when four or more field operators having the same 
momentum are averaged over the distribution p 0, 

the T-product does not decompose into a sum of 
products of T-products taken a pair at a time. But 
for systems of Fermi -particles and of phonons 
(phonons correspond to a real field) considered by 
us Wick's theorem is completely rigorous. In other 
cases the contribution of two or more pairs of 
operators whose momenta are the same is gen­
erally of order 1/N, where N is the number of 
degrees of freedom, since integration is carried 
out over all the internal momenta. An exception 
can occur in the case of systems in which phenom­
ena of the type of Bose-condensation are observed. 
The technique under consideration is not directly 
applicable to these systems. 

We now define the complete Green's functions: 

G0 (rt, r't') = -iTr{p0Tc[¢0 (rt+)¢0+(r't/)Sc]}, (30) 

(]c(rt, r't') = -iTr{p0Tc[¢0 (rL)¢0+(r'L')Sc]}, (31) 

G±(rt, r't') = -iTr{poTc[¢o(rt±)¢o+(r't=F')Sc]}, (32) 

which are sums of all the connected diagrams with 
one entering and one emerging line which differ 
from one another by the location of the initial and 
the final points on different branches of the con­
tour C. The following relations involving them are 
preserved 

G0 (rt, r't') = 8(t- t')G-(rt, r't') + 8(t'- t)G+(rt, r't'), 
(33) 

Gc(rt, r't') = £l(t- t')G+(rt, r't') + O(t'- t)G-(rt, r't'), 

(34) 

i.e., only the two functions a+ and a- are indepen­
dent, and even they are related by the obvious ex­
pression 

lim {G+(rt, r't') - G-(rt, r't')} = - i~ (r- r'). (35) 
t'~t 

The subsequent technique of calculating the 
various quantities and the form of the equations 
are both considerably simplified if, following 
Mills[ 12J, we go over to the matrix form of writing 
the equations. We define a two-rowed matrix G in 
the following manner: 

(36) 

Then, as can be easily seen, summation over the 
subscript± at each point reduces to matrix multi­
plication of matrices corresponding to lines emerg­
ing from that point. But since there are three such 
lines-two electron lines and one phonon line-it is 
necessary to connect them by means of a vertex 
matrix of the third rank 

(37) 

where the subscripts refer to the electron lines, 
and the superscript to the phonon line; az is the 
third Pauli matrix; the fact that for k = 2 it is 
negative takes into account the factor -1 for points 
on the return branch of the contour C (in matrix 
notation the points +correspond to subscripts 1, 
and the points - correspond to subscripts 2). 

An arbitrary matrix element can now be written 
in the form of a product of blocks of the type 

in which summation is assumed to be carried out 
over repeated subscripts. D is the matrix for the 
Green's functions for Bose-particles defined in 
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analogy with (36). With this notation we no longer 
need to distinguish the points denoted by + and - . 
The technique for the evaluation of any arbitrary 
graph now becomes a purely Feynman one with the 
only difference that to each line we now set in 
correspondence the matrix (36), and to each point 
the vertex matrix (37). 

Summation of the diagrams for the complete 
Green's function leads to an equation of the type of 
Dyson's equation: 

G (rt, r't') = G0 (rt, r't') 

+ ig2 ~ Go(rt, r,ti)~ (r1 t~, rztz)G(r2t2, r't')dr1dr2dt1dt2 • 

(38) 

The self energy matrix ~ is defined by relation (39) 
in which the complete vertex matrix r~. (x, x'; y) is 
the sum of all the irreducible diagram~ with one 
incoming (at the point x) and one outgoing (at the 
point x') electron line and one external phonon line 
at the point y: 

~ii ( x, x') 

= ~ ywkGi•J• (x, x 1) fhk' (x~, x' y)Dn•k(Y, x) d4x,d4y, 

x = (r, t). (39) 

Dyson's equation in integral form (38) appears 
to be unsatisfactory since it contains the function 
G0 which explicitly depends on the initial distribu­
tion p 0• At the same time from physical considera­
tions it follows that if the system is in contact with 
a heat bath, then after sufficient time has elapsed 
it must reach a state which is, generally speaking, 
not stationary, since the external field depends on 
the time, but which is independent of the initial con­
ditions. This inconsistency can be easily avoided 
by going over to the differential form of Dyson's 
equation, i.e., by multiplying ( 38) by the operator 
matrix 

(40) 

where the differential operator G01 is defined by 

Go-1 (x) =i!_-e( -iV-~A(x))-e<D(x), (41) 
fJt ' c 

x = (rt). Then Eq. (38) is reduced to the form 

G0- 1 (x)G(x, x') 

=ig2~ ~(x,x1 )G(x1,x')dx 1 +b(x-x'). (42) 

In deriving this formula we have utilized the ob­
vious relations 

Go-1 (x)Go±(x,x') = 0, G0- 1 (x)G0°(x,x') = b(x-x'), 

Go-1 (x)Co0 (x,x')= -6(x-x'). 

Equation (42) contains only complete Green's 
functions which do not explicitly depend on p 0 . At 
the same time its solution is determined only up to 
an arbitrary solution of the homogeneous equation 

G0- 1 (x)h(x, x') = 0. (43) 

We shall discuss the problem of the unique choice 
of the solution and of the role of initial conditions 
later. 

Equation (42) represents a system of four in­
tegra-differential equations. However, between the 
four unknown functions Gij there exist two linear 
relations (33) and (34) which, naturally, are consis­
tent with the equations. Therefore, by means of a 
certain linear canonical transformation of the ma­
trices G, y and D we can reduce the number of in­
dependent equations to two. Such a transformation 
is given by 

1- iay ( Gc 
G-+---

1'2 ·G+ 

G- \ 1 + iay _ ( 0 Ga \ 
-c I ~~--._-- ) , (44) 
G 1 12 Gr F' 

where three new Green's functions have been intro­
duced: the advanced one Ga, the retarded one Gr, 
and the correlation function F which, as we shall 
see later, is essentially a single-particle density 
matrix. The matrix ay is the second of the three 
Pauli matrices: 

ax= ( ~ ~) , ( 0 - i \ 
<Jy = i 0 ) ' 

The functions Ga, Gr, and Fare defined as fol­
lows in terms of average values of Heisenberg 
operators using the Heisenberg density matrix: 

Ga(x,x') =-i6(t-t')<['1jJ(x),ljJ+(x')]+>, (45) 

Gr(x,x') = i6(t'- t)(['ljJ(x), ljl+(x')]+), (46) 

F(x,x') = -i<['ljJ(x),ljJ+(x')]->. (47) 

They are related to the G-functions used above by 
means of the relations 

Ga = Gc- G+ = -Gc + G-

= -6(t- t') (G+- G-), 

Gr = Gc- G- = -(Jc + G+ 

= 6(t'- t) (G+- G-), 

F = Gc + (Jc = G+ + G-. 

(48) 

(49) 

(50) 

The D-matrix transforms in a similar fashion. 
The vertex matrix yh and the operator G01 are also 
altered: 

y;/ = 2-'hb;j, Yii2 = 2-'/, ( <Jx) ij, 

Go-1 = <JxGo-1 (x). 
(51) 

(52) 
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The self energy matrix I: is brought to the form 

I:- . ( Q I:") 
- I:a 0 , 

(53) 

I:" = I:c + I:- = _ (~c + I:+), 

I:a = I:c +I:+= -(~c +I:-), 

Q = I:c + :fc = -(I:++ I:-). (54) 

The difference between (53), (54) and (44), (48) -(50) 
is related to the fact that the quantities I:± in con­
trast to I:c and ~c contain the factor -1, which 
appears in the vertex (37) for k = 2, an odd number 
of times. 

The general equations (39) and (42) are obviously 
invariant under the transformation (44); we simply 
go over to a new representation for the matrices 
G and D. But the number of independent equations 
is now obviously equal to two since the functions 
Ga and ar are Hermitian conjugates and the equa­
tions for them follow from each other. The physical 
meaning of the functions ar and F is quite differ­
ent. Roughly speaking, ar and Ga characterize the 
dynamic properties of the particles in the system 
under consideration, while F characterizes their 
static distribution. This can already be seen from 
the definition of these functions in the absence both 
of an external field and of an interaction, i.e., for 
t - -oo. Then, going over to Fourier transforms 
with respect to the differences r - r' and t - t' we 
obtain 

G0 (pe) = ~ G0(r- r', t- t') exp {- i [p(r- r') 

-e(t-t')]} d(r-r')d(t-t') (55) 

and in the limiting case mentioned above 

Go"(pe) = Goa*(pe) = 1/ (e- Ep- ill), 

6-+- +O, (56) 

G0+(pe) = 2:rtinpll(e- rp), 

Go-(pe) = -2:rti(1- np)ll(e- ep), (57) 

Fo(pe) = 2:rti(2np -1)6(e- Ep), (58) 

where 

[ e - f.l J-1 np= exp PkT +1 

is the Fermi distribution function, J..L is the chem­
ical potential in the equilibrium state. Thus, the 
functions F and a± essentially represent the dis­
tribution function for the particles written in differ­
ent forms. 

When the interaction is taken into account the 

functions ar and Ga also indirectly depend on the 
distribution of the particles, but the fact that 
a± (rt, r't) and F (rt, r't) taken at coincident times 
t' = t directly determine the distributions of elec­
trons and of holes follows directly from their defi­
nition (32). We shall now show that the equation for 
a+ (or the equation for F equivalent to it) contains 
within itself the usual Boltzmann kinetic equation 
under the assumptions under which the latter ex­
ists, i.e., when the external field is quasiclassical 
and the interaction is weak in the sense 

(59) 

where T is the time taken to traverse a mean free 
path, and "E is the average energy of the particles. 

The equation for a+ has the form 

G0-1(x)G+(x, x') = ig2 ~ {I:+(x, x")Gc(x", x') 

+ :fc(x, x")G+(x", x')} &r". (60) 

The corresponding Hermitian conjugate equation is 

G0- 1*(x')G+(x, x') = ig2 ~ {Gc(x, x")I:+(x", x') 

+ G+(x, x")I:c(x", x')} dx". (61) 

We add these two equations, then go over from the 
variables x, x' to the new variables (rsts) = Xs 
= (x + x')/2 and (rata) = xa = (x- x')/2, and then 
take a Fourier transform of the type (55) with re­
spect to the difference variable xa. As a result 
terms of the type 

ig2 ~ I: (x8 + Xa1, p') G(x8- Xa + Xa1, p") exp {i [(p'- p)xa 

+ (p"- p') Xa']} dxadxa'dp' dp", P= (pe), 

will appear on the right hand side of the equation. 
The quasiclassical nature of the external field 

means that quantities of the type p"\7s are small. At 
the same time the right hand side of the equation 
is proportional to the small interaction constant g 2• 

Therefore, neglecting small terms of the form 
g 2 (pVs) and introducing a further change of varia­
bles p-p- eA(xs)/c, e:- e:- e<l>(xs), we obtain 

{a~. +vpV•+(eE+[ev; H])vP}c+(x.p) 

= g2 {I:+ (x.p) [Gc (x.p) + Gc (x.p)] 

+[I:" (x.p) + 2c (x.p)] c+ (x.p)}, (62)* 

where Vp = "\7pEp is the velocity of the particles, 
E and H are the electric and the magnetic fields: 

*(vp H] = vp x H. 
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E = -VGl- c-18A I ot; H =rot A. (63)* 

In deriving (62) we have expanded in the left 
hand side of the equation the operator 
a 01 (x) - a 01* (x') in series in terms of the small 
difference xa = (x - x')/2 up to the first order on 
the basis of the same quasiclassical condition. 
The right hand side of (62) can be further simpli­
fied by utilizing (50) and (54): 

{! +vV+e(E +[: a])vp}G+(xp) 

= g2 p:+ (xp) c- (xp)- ~- (xp) c+ (xp)}. (64) 

The right hand side of (64) describes the effect 
of collisions on the distribution of the particles, 
with the first term being related to particles en­
tering the state of momentum p from all the other 
states with momenta p', while the second term is 
related to the particles leaving the state. In order 
to bring this equation to the usual form of the 
Boltzmann equation we introduce the distribution 
function f(prt) which, as has been noted previously, 
coincides with a+ for coincident times t' = t: 

1 00 

f(prt) = -. I G+(rt; pe)de. (65) 
2m J 

-co 

Integration of equation (64) over E then yields 

• 00 

= 2g-. \ {~+ (rt; re) c- (rt; pe) 
m. 

-00 

- ~- (rt; pe) c+ (rt; pe)} de. (66) 

In accordance with the assumption that the in­
teraction is small we must evaluate the right hand 
side of (66) up to the first order in g 2, i.e., we must 
substitute into (66) and (39) the functions a~, satis­
fying the free equations 

(67) 

but normalized with respect to an as yet unknown 
distribution function f by equations (65) and (35). 
Symbolically they can be written in the form 

Go+(rt; pe) = 2ni6(e- fp + ifJ)f(prt), (68) 

Go-(rt; pe) = -2ni6(e- fp + i/3) (1- f(prt)), (69) 
A 

where B is the operator in the left hand side of 
(66). The quantity o(a01) in formulas (68), (69), is 
an integral operator with a kernel satisfying equa­
tion (67) and equal to o(r- r') for t' = t. It can be 
easily expressed in terms of the functions cpp (4). 

*rot= curl. 

In order to evaluate E ± we must also define 
D~. In the majority of problems of solid state 
physics the phonons can be regarded as being in 
thermodynamic equilibrium. Then 

Do±(kw) = -inlmkl 2 {(1 + Nk)6(w + Wk) 

(70) 

where k and Wk are the propagation vector and the 
frequency of the phonon, mk is the matrix element 
for the interaction with the electron, and 

[ 
(!) ]-1 N.,. = exp k~ -1 

is the Planck distribution function. 
Substituting (68)-(70} into (66) we obtain 

Hj (prt)= 2n2g2 ~I m.,. 1 2 {[(1 + Nk) o (ep- Bp+k + w.,.) 

+ Nko (ep- ep+k- w.,.)]/ (p + k, rt) (1-/ (prt)) 

(71) 

- [(1 + Nk) o (ep- ep+k- wk) + Nko (ep- ep+k + wk)] 

X ( 1 -/ (p + k, rt)) f (prt)} dk/(2n)3 , (72) 

i.e., the usual form of Boltzmann's equation. Thus, 
in deriving it we have utilized two conditions: the 
quasiclassical nature of the external field 

d 
dx ( eA, e<D) «: ep (73) 

and the smallness of the interaction 

"E ~ g2L± ~ li /T. (74) 

The quasiclassical condition is not obligatory. 
Proceeding in exactly the same manner, but without 
expanding (60) and (61) in terms of the external 
field, we would have obtained the so-called quan­
tum kinetic equation [ 16 • 17]. But the condition of 
smallness of the interaction (74) is necessary in 
this case also. If it is violated, then the functions 
a± do not have a 6 -like character (68), (69) as 
functions of E, and the integration over E in equa­
tion (66) cannot be effectively carried out. In such 
a case we shall not obtain, generally speaking, a 
closed equation for the distribution function f(prt), 
i.e.' for the a+ -function for coincident times t' = t. 
The equation exists only for the complete a-func­
tion considered as a function of all its arguments. 
In the most general case this corresponds to 
Dyson's equations (39) and (42). If the interaction 
is not weak, they can be solved if the system has 
some other parameters, for example density, 
which enable us to select a set of principal dia­
grams. However, in this case there will arise the 
previously mentioned problem of the nonuniqueness 
of the solution of (42) up to an arbitrary solution 
of the free equation. We shall now show that such 
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arbitrariness does not in fact exist, and that there 
is a unique prescription for the choice of the cor­
rect solution. 

In order to do this we compare Eqs. (42) and 
(38) in the representation (44), by writing them 
separately for each of the functions Ga, Gr and F. 
In differential form 

Go-iGa = 1 + L,aGa, 

Go-1Gr = 1 + L,rGr, 

Go-iF = Q.Ga + L,rJ?; 

(75) 

(76) 

(77) 

in integral form, corresponding to equation (38), 

ca = Goa(i + L,aGa), (75a) 

Gr = G0r(1 + L,rGr), (76a) 

F = Fo(1 + L,aGa) + Gor(Q.Ga + L,rF). (77a) 

Comparison of (75)-(77) with (75a)-(77a) shows 
that equations (75), (76) do not contain any arbi­
trariness: they are solved by the advanced opera­
tor G~ or the retarded operator G~ respectively. 
For t' ........ t their solutions must go over into o(r -r'). 
A possible lack of uniqueness, i.e., dependence on 
initial conditions, is associated only with the term 
proportional to F 0 in equation (77a), since F 0 de­
pends on the initial distribution, while in the differ­
ential form of the equation this term is completely 
absent. However, it can be easily seen that this 
term is identically equal to zero. Indeed, we sub­
stitute (75) into (77a). Then we have 

F = F0G0- 1Ga + G0r(Q.Ga + L,•P)= G0r(Q.Ga + L,rF),(78) 

since F 0G01 = 0. Thus, (77) is solved by means of 
the function G~ operating from the left. Equation 
(77) and its solution only appear to be nonsym­
metric with respect to retarded and advanced func­
tions. In place of (77) we can consider the Her­
mitian conjugate equation equivalent to it 

(79) 

which is solved by the function G~ operating from 
the right. Thus, solutions of Eqs. (75)-(77) are de­
termined uniquely and independently .of the initial 
distribution at t = -oo . 

We should now make clear to what systems the 
results obtained above are applicable. Evidently, 
we are dealing with well established solutions, i.e., 
such solutions which are determined by the effect 
of the external field at the present and at earlier 
instants of time, by the interaction with the heat 
bath, but not by th9 initial conditions. Generally 
speaking, these are not stationary solutions if the 
external field depends on the time. The lack of de­
pendence on the initial conditions means physically 

that the initial conditions, even if they had been 
imposed, were specified in the sufficiently remote 
past, formally at t - -oo, while in fact we are deal­
ing with times large in comparison to the relaxation 
time of the system. However, in discussions of 
kinetic phenomena, another way of posing the prob­
lem is possible: at time t 0 an arbitrary density 
matrix p (t0) is given and we are dealing with the 
relaxation of this state towards some well estab­
lished regime. Such a problem, apparently, can not 
in principle be described by any diagram technique, 
since the latter is always based on the concept of 
the possibility of expressing two-, three-, etc. 
particle Green's functions in terms of the one­
particle Green's function at least in the form of 
an infinite series. But an arbitrary specification 
of the density matrix is equivalent to an arbitrary 
and independent specification of all these quantities. 

The existence of well established solutions inde­
pendent of initial conditions is evident in the case 
of systems in contact with a heat bath. In the case 
of an adiabatic system the problem is less clear 
and the technique under discussion is applicable 
with certainty only in the case when the system had 
been actually in a state of thermodynamic equili­
brium and was then taken out of that state by a given 
external field. The problem of approach to equili­
brium from an arbitrary initial state has been dis­
cussed in papers by Van Hove[tBJ, Prigogine and 
Resibois L 19], Fujita [ 2oJ and others. 

In conclusion I wish to express my gratitude to 
V. L. Gurevich, I. E. Dzyaloshinskil, D. A. Kirzh­
nits, and E. S. Fradkin for discussions of a number 
of points dealt with in the present article. 
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