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A low mobility theory for semiconductors with a narrow conductivity band (or valence band) 
is developed for strong coupling between the current carriers and lattice oscillations. At 
temperatures below the Debye temperature nonlocalized small-radius polarons are the cur­
rent carriers. The scattering operator for these polarons is singled out and a transport 
equation is set up by which various kinetic coefficients can be calculated. It is demonstrated 
that at temperatures exceeding the Debye temperature the main mechanism of motion is 
classical superbarrier current-carrier jumps from site to site, in which the lattice actively 
participates. The temperature dependence of the mobility in this case is of an activation 
nature. The problem of the smallness parameters of the theory is considered. The results 
obtained are compared with the data of other authors. 

1. INTRODUCTION 

J T is known that in many semiconductors [t-a] the 
mobility u increases with the temperature as 
exp [ - Ea /kT], starting near the Debye tempera­
ture and above ( Ea is the activation energy). It is 
important to note that in such substances the mo­
bility is very low (u « 1 cm2/V-sec ), and the Hall 
effect cannot be measured. It can be shown that 
these facts are closely related. Several papers [4- 6] 

are devoted to an explanation of this temperature 
dependence of the mobility, and particular notice 
should be taken of the interesting paper by Hol­
stein. Inasmuch as a dependence of the type 
exp [- Ea /kT] cannot be due to single-phonon or 
two-phonon carrier scattering processes, it is 
clear from the very outset that many phonons 
must participate simultaneously in the processes. 
But for this purpose the coupling between the car­
riers and the lattice vibrations should be strong. 
The criterion for the applicability of the kinetic 
equation is not satisfied in this case. Indeed, 
assuming the usual connection between the mobil­
ity and the relaxation time r, we obtain 

___!!__ = 20 !!!_ 500"K 1 cm2 /V•se~ 
r:kT m* T u 

(1) 

Here m is the mass of the free electron and m * 
is the effective mass. Putting T ~ 500°K, m * ~ m, 
and u ::s 1 cm2/V-sec, we find that ti/rkT » 1. 

One could hope that the strong electron-phonon 
interaction would so renormalize the carrier mass 
(polaron) that the ratio m/m * would become much 
smaller than unity. It may turn out then that the 
observed temperature dependence of the mobility 

is due only to the strong dependence of m * on the 
temperature. It will become clear from what fol­
lows that such an assumption is untrue. Therefore 
the activation character of the temperature depend­
ence of the mobility indicates that even after the 
polarons are separated the transitions should re­
main multiphonon, and the interaction with the lat­
tice remains strong. But this can lead to a situa­
tion wherein the uncertainty in the polaron energy 
tiWk ( Wk is the total probability of scattering of 
a polaron with momentum tik) exceeds the width 
of the polaron band ~Ep, although it does remain 
much smaller than the dip in the polaron level. In 
this case one can speak of a localized polaron of 
small radius, but the concept of "polaron band" 
would seem to lose its meaning. 

Following Yamashita and KurosawaC4J, Holstein 
proposed that in this case the principal role in the 
mobility mechanism is played by classical polaron 
jumps above the barrier from one lattice site to 
another 1>. The energy Ea sufficient to overcome 
the interatomic barrier is acquired by the polaron 

1>The concept of jumps from site to site is sometimes iden­
tified with the "motion mechanism after Fervey." It must be 
noted that the use of these ideas without any stipulations con­
tradicts quantum mechanics. Indeed, by virtue of the transla­
tional invariance in the stationary state, the electron cannot 
be connected with some definite site, and no matter how nar­
row the band, an electron packet localized initially near some 
site will manage after a time on the order of 1'i/ ~E (where ~E 
is the width of the band) to "smear out" over the entire lattice. 
Therefore the concepts of jumps from site to site can be used 
only when the electrons interact sufficiently strongly with the 
lattice vibrations. In other words, for the latter there is no 
motion mechanism after Fervey in the customary form. 
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from the lattice vibrations, with the ions vibrating 
about equilibrium positions that are shifted as a 
result of the polarization of the lattice by the elec­
tron. Such a jump over the barrier should occur 
more rapidly than the ordinary quantum-mechan­
ical penetration through the barrier. The time of 
this penetration n/ ~Ep ( ~Ep is the width of the 
polaron zone ) , and consequently the polaron effect 
(narrowing down of the zone and increase in the 
effective mass ) decreases the probability of the 
tunnel penetration and thereby favors the occur­
rence of the jumps. According to Holstein, the 
condition under which the jumps predominate over 
the ordinary mobility mechanism, that is, tiW( g) 
> ~Ep (where W(g) is the probability of the po­
laron jumping from site to site and g is the lattice 
vector drawn from the given site to the neighbor­
ing one) coincides exactly with the condition tiWk 
> ~Ep. and therefore the jumps actually come into 
play precisely when the concept of the polaron 
band loses its meaning. However, such a deduc­
tion is a consequence of the erroneous equation 
Wk = W(g). We shall show that in fact the in­
equality Wk » W(g) takes place, that is, there 
exists an intermediate region of temperatures in 
which the uncertainty in the polaron energy is al­
ready large (nWk ~ ~Ep), and jumps over the 
barrier still make a small contribution to the 
electric conductivity. It would be interesting to 
construct a theory for this temperature range, 
too. 

In addition, the transition to the representation 
of an electron ascribed to a site, which was made 
by Yamashita and Kurosawa [4] and by Holstein[5J 
for temperatures on the order of the Debye tem­
perature and above, needs a more rigorous sub­
stantiation. In the papers of Yamashita and Kuro­
sawaC4J there is no proof whatever that the zeroth 
approximation employed (electron at the site ) is 
the best. Holstein's estimates [5] are not complete 
and have a somewhat artificial character. By vir­
tue of the considerations advanced above, it is de­
sirable to develop a theory which makes it possible 
to separate judiciously the zeroth approximation 
and to estimate the discarded term 2>. It is desir­
able to start to learn how to calculate such kinetic 
coefficients as the thermal emf, the Hall coefficient, 
etc., for which the measures employed in [5] are 
generally not applicable. We must therefore de­
velop a special technique for interpreting the Kubo 

Z>we note that the question of the smallness parameters is 
far. from trivial here. Thus, the equation Wk = W(g) used in [s] 
is the consequence of an insufficiently rigorous analysis of 
the series for Wk and W(g) (see Sec. 4). 

formula [7] for electric conductivity in the case of 
strong electron-phonon interaction. The present 
article is devoted to these questions. 

2. INITIAL HAMILTONIAN. CANONICAL TRANS­
FORMATION 

Let us expand the quantized electronic ~ func­
tion in the orthonormalized system of functions 
<Pm· corresponding to the electron density concen­
trated near the m-th site, that is, 

~ (r) = ~GmiJlm (r), (2) 
m 

where am ( a;n) are the operators of annihilation 
(production) of electrons on the m-th site. No 
detailed information concerning these functions, 
except for the property 

ljlm (r) = ljl (r - Rm) (2a) 

(where Rm is the radius vector characterizing the 
position of the site) will be necessary in what fol­
lows. For example, these may be Wannier func­
tions [SJ. The functions <Pm ( r) can be sought in 
the form of an expansion in the atomic functions 
1{!0( r- Rm) of the electron level corresponding to 
the investigated band, that is, 

IPm (r) = ~Cnm'\jl0 (r- Rn) (3) 
n 

(for simplicity we assume that the electron level 
is not degenerate). The coefficients cnm must 
be obtained from the condition that the functions 
<Pm ( r) are orthonormal. For example, in the 
nearest-neighbor approximation ( 6 is the sum 

g 
over the nearest neighbors ) we have 

ljl~> (r) = 'ljl0 (r- Rm)- + ~L (g) 'ljl0 (r- Rm +g), (3a) 
g 

where L( g) is the overlap of the integral wave 
functions between the nearest neighbors. Appar­
ently the set of functions 1{!0 ( r - Rm ) is not com­
plete, since (2) and (3) do not include the states 
corresponding to excited levels 3>. 

As a rule, in substances with small mobility 
there are several atoms in each elementary cell, 
and their degree of ionicity is high. Then the 

3)This approach corresponds to the known strong-coupling 
approximation in the calculation of bandwidths. It does not 
enable us to calculate the dielectric constant and determine 
the character of the electron-phonon interaction at large mo­
mentum transfers. However, this does not prevent us from 
finding all the temperature dependences, and the main param­
eters of the theory y [see (10)] and J [see (6)], which are 
not calculated very accurately in this approximation, can be 
determined from experiment. 
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jumps occur over ions of the kind for which the 
affinity to a charge of a given sign is the largest, 
and therefore the vector Rm characterizes 
uniquely the required ion in the m-th elementary 
cell. In the self-consistent field approximation 
we write the electronic Hamiltonian in the form 

fi2 N 
He =- 2m 11 + ~ U (r- R.m). (4) 

n~1 

Let us leave in (5) the strongest interaction with 
the longitudinal polarization vibrations 4> and let us 
assume that for these vibrations 

(that is, strong coupling). To be able to retain in 
(5) only the linear terms in the displacements 
(that is, in bq and bq) it is necessary that the 
fourth term be smaller than the first and the fifth 

Here U(r- Rm) is the potential energy of the elec- smaller than the second. This means that the con­
tron in the field of the m-th cell. 

In the second-quantization representation, the 
total Hamiltonian of the system is written in the 
form 

H = ~ ea~am + ~ J (g) a~+ gam + ~ liffiq, t( b;tbqt + f) 
m m,g q,j 

- ~ a~am ~ nffiq.i (u~i (q) bq + Umj (q) b;J 
m q,j 

- ~ a~+gam ~ fzffiqJ (1; (g,q) U~j (q) bqi 
m,g q, I 

(5) 

where bq(bq) are the phonon creation (annihila­
tion) operators, j is the number of the oscillation 
branch, and Umj(q) = -y(lj(2N)-1/ 2 exp[-iq·Rml 
are dimensionless quantities that characterize the 
displacements that result from the polarization of 
the medium by the electron in the m -th site (here 
N is the number of cells in the crystal and Yqj 
are coefficients which determine the interaction 
between the electrons and the phonons of the j-th 
branch). For the case of interaction with longi­
tudinal optical oscillations of frequency w0 when 
q • g « 1 we have in accordance with [9] 

2 4:n:e' (·1 1) 
I Yq I = q"Qfiwo \ aoo- Eo ' 

where Q is the volume of the elementary cell, 
while Eo and E 00 are the dielectric constants of 
the crystal with and without account of its ionic 
parts, respectively. Ij ( q • g) is the dimensionless 
quantity that characterizes the ratio of the elec­
tron-phonon interaction matrix element which is 
not diagonal in the functions CfJm ( r) to the diago­
nal element 

s = ~ <p~ (r) H,<pm (r) d3r; 

1 (g) = ~ fJl:n+g (r) HefJlm (r) d3r. (6) 

The fact that E and J(g) do not depend on the in­
dex m follows from property (2a) and reflects the 
translational invariance of the problem. 

stant displacements that arise upon polarization 
of the surrounding medium by the electron should 
be small compared with the interatomic distances. 
But this requirement does not contradict the con­
dition y » 1, that is, the situation here is the 
same as in the case of large-radius polarons. 

We assume further that I( g • q) « 1. In any 
case, in the case of weak overlap of the functions 
CfJm and CfJm+g [that is, at small values of J(g)] 
this quantity is as small as the ratio J(g)/E. We 
leave out for the time being the last term of (5), 
which by virtue of the foregoing will be the small­
est. We shall formulate later exact criteria which 
show when this can be done. Inasmuch as every­
thing depends on the energy difference between 
the initial and final states, the constant E drops 
out everywhere, that is, the first term of (5) can 
be left out, and since the ratio of the second to the 
fourth terms in (5) can be arbitrary, the fourth 
term in (5) cannot be regarded as perturbed. 

Let us carry out the canonical transformation 

(7) 

where 

q,m 

With such a choice of S, the following exact rela­
tions hold true: 

am = Gm exp [~ (b~Um (q) - bqU;n(Q)) J , 
a_:,,= a:n exp [-~ (b~ulll(q). - bqu~(q)) J ; 

~- + 
bq = bq +~Urn (q) amam, 

q 

,._,+ + * + 
bq = bq +~Urn (q) Gmam; 

q 

(8) 

(9) 

4lThe problem can be solved also without this simplifica­
tion, but the account of the additional interaction with the 
acoustical phonons would make the final expressions more 
cumbersome. 



1304 I. G. LANG and Yu. A. FIR,SOV 

m 

m,g 

(10) 

where 

~q (m, m +g) = Um (q) - Um+g (q), 

cDmg = exp[~ (b:~q (m, m +g)- bq~; (m, m +g))]· 
q no~ 

In the derivation of (10) and (lOa) we used the iden­
tity I Yq 12 = I y- q 12, the consequence of which is 

! ~/ Yq /2 sin [q (Rm- Rm,)l=O. (11) 
q 

The fourth term in (10) characterizes the inter­
action between two electrons at the different sites 
by exchange of virtual phonons, but it is inconsist­
ent to retain it, since it is smaller than the elec­
tron correlations that have been left out from (4). 
The pair interaction leads to screening at small 
momentum transfers [10•11], which overdetermines 
the constant y of the theory, in view of the correc­
tions that depend on the electron concentration n. 
These corrections are observable, since the car­
rier concentration can be varied in semiconduc­
tors. For example, the activation energy Ea. which 
will be shown later on to be proportional to y, 
starts to depend with increasing n on the carrier 
concentration. It is possible that this explains the 
dependence of the slope of ln u (as a function of 
1/T) on the concentration of Li observed in NiO 
[ 1] when n > 1018 -1019• Bearing in mind the low 
carrier concentrations, we leave out the last term 
in (10). 

The value of Ep (the polaron atomic level shift) 
in the first term on (10) is the result of eliminating 
the term with m 1 = m 2 from the last sum in (10). 
In fact ( affi 1am 1 ) 2 has the same matrix elements 
as the operator affi 1amr We analogously obtain 

I X = e ~ a-;;,+gam <g l Vx I 0) <J)mg· (12) 
mg 

The diagonal elements of the velocity Vx are 
identically equal to zero by virtue of the symme­
try with respect to time reversal. 

Let us make the following transformation: 

am= N-•;, ~ akikRm. 

k 

(13) 

We add and subtract in (10) the term 

~J (g) a-;;,+gam (<Dg), 
mg 

where (see Appendix I) 

s 1 liro ~ 
(<Dg) = e- r<g>, Sr(g)= ZN~I yq /2 (1- cos qg) cthT. 

q (14)* 

We then finally obtain H = H0 + H', where 5> 

H 0 = ~ a~ake (k) + ~ liroq (b;bq + +>, 
k q 

e (k) = e- Ep + ~J (g) e-ikge-Sr<g>; 
g 

X exp {i (k- k') Rm- ik'g}. 

(15a) 

(15b) 

Carrying out an analogous procedure in (12), we 
obtain Ix = I~ + Ix where 

(16a) 

(16b) 
X exp {i (k -k') Rm- ik'g}. 

We note that the operator ~mg has transla­
tional invariance, that is, it is not changed by the 
substitution 

where ~ is some lattice vector. This operator 
describes processes which lead to a realignment 
of the lattice vibration relative to new equilibrium 
positions as the electron moves. If the phonon 
occupation numbers do not change (and such tran­
sitions are described by terms proportional to 
( <Pg) ), then the realignment is completed within 
the time of motion of the particle, and the particle 
drags as it were the entire "load of atomic dis­
placements." This is indeed the polaron effect, 
which leads to mass renormalization, and E ( k) is 
the polaron energy (compare with [5J). The terms 

*cth = coth 
5>Inclusion of terms proportional to I( q, g) in (5) would 

cause J to be replaced by 

~ 1"' J=J-N"'-lnwql'rqi2 Rel(q, g). 
q 

As noted earlier, I"' J/E, and consequently the ratio of the 
correction to the main term is equal in order of magnitude to 
the ratio Ep/E, which for substances of the type considered 
is usually much less than unity. 
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proportional to .6.:l>mg = :l>mg- ( if>mg) describe 
transitions with change in the occupation number, 
that is, phonon emission and absorption processes 
resulting from the fact that the realignment of the 
lattice vibration relative to new equilibrium posi­
tions does not have time to run through its com­
plete course. This is precisely why the second 
term Ix in the current [see (16b)] plays the prin­
cipal role in the kinetics of the jumps. In the high 
temperature region and in the absence of a mag­
netic field, the k- and m-representations [see 
(13)] lead in the lowest approximation to identical 
results, but in order to find the contribution to the 
electric conductivity resulting from the tunnel 
penetration, it is necessary to ascertain the role 
played by the continuity of the electronic spectrum. 
This is particularly important in the case of inter­
mediate and low temperatures. 

3. GENERAL TRANSPORT EQUATION AND 
JUMP PROCESSES 

Let us use the Kubo formula for the electric 
conductivity in the form (compare with [12]): 

f5xx = :z Re r exp (- ST) Sp {exp (- ~Ho) 
0 

Here {3 = 1/kT, V is the crystal volume, and Z is 
the partition function. The symbol Tc denotes or­
dering along the contour (Fig. 1). On the left of the 
trace symbol are the operators H' ( z) in which z 
is closer to the point - iti{3. H' ( z) and Ix( T) are 
respectively the perturbation (15b) and the current 
operator in the interaction representation. 

If we consider in the current operators corre­
sponding to the zero and T terminals only the 
terms Ix which are nondiagonal in the phonons, 
then even in the zeroth approximation in H' we 
obtain the following final result: 

+ 
I 
i 

'o f;' 
----...:) ----

c-
FIG. 1 

cri~ = ne:~ Re ~" 2] 2] 2] (gil Vx I 0) (g21 Vx I 0) 
k,p mt,m:zgt.g, 

x exp{i [(k- p) G 
00 

- kg1 - pg2)} l;1e-B•k ~ exp {- sT + {- (ek- ep) -r} 
0 

Here n is the electron concentration. It is the re­
sult of one "irregular" line (see, for example [12]) 

from the T terminal to the zero terminal 6>. 
In the derivation of (18), account was taken of 

the fact that in Boltzmann statistics exp [ J,t/kT] 
= n/Z0, where J.t is the chemical potential and 
Z0 = v-1 6 exp [-{3d k )] . Using formula (AI. 7) 

k 
of the Appendix we find that the expression in the 
curly brackets of (18) is equal to 

exp [- Sr (gi) - Sr (g2)J 

{ ( 
1 " 2 cos [ roq ('r + in~ /2)] ) 1 

X exp N 7 I Yq I sh (hroq~ /Z) au (G, gl, g2) - 1 f, 

where 
G = Rm,- Rm,. 

a1,2 = ! [cos q (G - g1) + cos q (G + g2) 

- cos qG - cos q (G - g1 + g2) I. 

It can be shown that if the dispersion of the 
frequency of the longitudinal optical phonons is 
taken into account in the form w(q) = w0 

(19)* 

+ w1cosq•g Or w2(q) = Wo + w1cosq•g (see [SJ), 

then the sum in the exponent of (19) oscillates and 
decreases as a function of T. Consequently, only 
the contribution near the first saddle point is sig­
nificant in the integral; at not too small a value of 
the dispersion the contribution from the next saddle 
point is exponentially small compared with the con­
tribution from the first point (see, for example [5J). 

The subtraction of unity in (19) denotes the elim­
ination of the self-closing of the phonon lines in 
each of the terminals 0 and T, that is, they are 
connected by at least one phonon line, and nodi­
vergences of the type 1/s, for which the "free" 
intersections are responsible, arise (the termi­
nology is taken from [12J). 

The saddle-point method is applicable so long 
as y/sinh (ti{3w/2) > 1; this is indeed the criterion 

6)Inasmuch as we confine ourselves in terms linear to the 
concentration, we shall henceforth consider only graphs with 
a single irregular electron line. 

*sh =sinh. 
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that indicates when multiphonon processes are sig­
nificant. The greatest contribution to (18) is made 
by the term in which G = g1 = - g2• The remaining 
terms are small like exp [ - ST ]. Putting E ( k) 
= E(p) = 0 and summing in (18) with respect to p 
and k, we again obtain the condition G = g1 = - g2. 

Here z0 - N/V. Changing over in (18) to a new 
variable t = T + iti,B/2, taking the real part of the 
integral with respect to t (that is, integrating 
within the limits from 0 to oo), and expanding 
cos wqt in a series near t = 0 (that is, near the 
first saddle point), we see that the time within 
which the integrand decreases sharply (we call 
this the jump-over time t 0 ) is 

-1 - [ 1 2 ro: ] •;, 
to - 2N ~I Yq I sh (liroq~ I 2) (1 -cos qg) 

(20) 

The difference E(k) - E(p) in (18) can be neg­
lected if the following conditions are satisfied 7l: 

e(k)-;;-e(p) fo ~ 1, i.e., Je::OT ch(fi~o~/2)t ~ 1, (21a) 

[e (k)- e (p)l ~ ~ 1, i.e., Je-sTfkT ~ 1. (21b) 

For the process to be irreversible, that is, for 
the appearance of a finite resistance, it is neces­
sary that the energy spectrum of the system be 
continuous. If conditions (21a) and (21b) are satis­
fied, the continuous spectrum of the polarization­
oscillation frequencies plays a more important 
role than the polaron band. Thus, neglecting the 
dispersion in the polaron band we obtain 8> 

g 

{ 
1 ro2 firo ~ \ -•;, 

x N ~I rq 12 T (1-cosqg) cosec 2q J , (22)* 

where 

1 fi~~ 
Ea = N~ ~I yq [2 (1 - cosgq)th - 4-. 

q 

At high temperatures (nw,B/ 4 « 1) we have Ea 
::s Ep/2, that is, when Ep/2- Ea »aT, the in­
crease in electric conductivity with temperature 

7lit follows from the sequel that there are more stringent 
criteria for the applicability of the theory than (21a) and (21b), 
that is, the latter are automatically satisfied. 

8Jif terms proportional to I (g, q) are taken into account in 
(5), a correction appears in (22); the ratio of this correction 
to the principal term is (Ea1fw0/E2 ) (sinh [1iw0,8/2lr' « 1. 

*th ~tanh. 

like exp [ - Ea /kT 1 is not connected at all with 
the increase in the number of carriers in the 
electronic conductivity band due to the dissocia­
tion of the localized polarons. 

In the nearest-neighbor approximation, when 
(g I Vx I 0)- iJ(g)gx/'fi, we obtain for a~ an ex­
pression which coincides, apart from numerical 
factors (the number of nearest neighbors), with 
the result of Holstein: 

(0) 1 2R 'V W ( ) 2 
Gxx = z ne p LJ H g gx, (23) 

g 

WH (g)= J2Vne-EafkT jn2 

X [~~I iq 12 ~~ (1 -cos gq) cosec fi:q~r. (23a) 

Actually, Holstein's computational procedure 
was to calculate the jump-over probability WH(g) 
in the first Born approximation, assuming H' to 
be the perturbation. He then determined the dif­
fusion coefficient as g2WH ( g ) and calculated the 
electric conductivity from the Einstein relation. 
The results coincide, since the operators H' and 
I' have an identical structure. 

It is known that when the integrand of (1 7) is 
expanded in powers of H', diverging terms arise, 
proportional to arbitrary powers of 1/s, starting 
with the first. In our case, however, because of 
the terms Ix in the current, an additional set of 
finite terms independent of s arises. We call 
these terms of the Holstein type and replace their 
subscripts xx by the subscript H. The superscript 
m is the number of points on the contour (with the 
exception of the two terminals). The first term of 
this set, a~>, was just calculated [ see (22)]. The 
term a!f corresponds to a set of three diagrams, 
for each of which the operator I5c is at the termi­
nal 0 and T, while the third point can be on the 
upper or lower part of the time contour or on the 
imaginary axis (from 0 to - iti,B) 9>. Using for­
mula (AI.11) with kT > nw0 /2 we obtain in the 
nearest-neighbor approximation 10> 

a) cr<)jljc;<jp = 'lh = JfEa ~ 1, if gl + g2 + g3 = 0, 
b) cr<Jl/uWproportional toe -sr, if gl +g.+ ga =I= 0. (24) 

9lThe diagrams with the current I~ in the left terminal 
and without free intersections also make a contribution to aH, 

but this contribution is small since it is proportional to 
exp [ -sT]. 

10lThe summation of the diagrams and the integration by 
the saddle-point method is straightforward but cumbersome. 
We therefore present only the final results. By way of an ex­
ample we give in Appendix III a scheme for calculating the 
second-order probability (block with four points). 
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For hexagonal and trigonal crystals cases a) 
and b) are possible, while for cubic crystals only 
b) is possible. The smallness of the parameter 
Tit corresponds to a polaron of small radius (see 
[SJ). The dip in the polaron level Ep exceeds here 
the width of the electronic band J. Then, owing to 
the narrowness of the polaron band ( tl.Ep 
1'::1 J exp [ - ST] « J) it does not overlap the initial 
band, and all its states are energetically more 
favored. In the opposite case ( 7Jt > 1 ) the prob­
lem becomes more complicated and corresponds 
to the case of polarons with medium and large 
radii. 

The term a~> (two terminals with operators 
Ix and two points on the contour) corresponds to 
seven diagrams. If at least one of the points lies 
on the horizontal portions of the contour and each 
of the terminals is connected by phonon lines only 
with the point nearest to it, a free intersection 
arises. This case of closure of the phonon lines 
will be singled out and included among the dia­
grams that diverge as 1/s. For example, if the 
point 1 lies on the lower part of the time contour 
and point 2 on the upper part, and if 1 is closer to 
the terminal T than 2, then the expression under 
the sign of triple integration with respect to T, z1, 

w.d. 'l..~ is 

< L'1<Dm,g1 (zl) L'i<Dmg ('t) L'i<Dm,g, (z2) L'i<Dm'g' (0)) 

-- < L'1<Dm,g1 (zl) L'i<Dmg (T)) < L'i<Dm,g, (z2) L'i<Dm'g' (0)), 

L'i<Dmg (z) = <Dmg (z) - (<Dg). (25) 

The subtraction procedure must be carried out 
also for diagrams with a large number of points, 
and this gives rise to terms proportional to arbi­
trary powers of 1/s. These must be combined 
with diagrams with the same order in 1/s, aris­
ing when the current I~0 > is inserted in one or both 
terminals. The procedure for summing diagrams 
of the type ( 1/ s )n will be described below. 

For kT > liw0/2 we obtain 

aW!aW = 'f] 2 = J 2 I (EakT)'1•ruiJ 0 , 

a) cr~~lfcr}}l =(J/1iw0) (EalkT)'1'J:. 1, if g1 + g2 + ga = 0, 

b) alflfaW proportional to e5T';?> 1, if gl + g2 + ga =/= 0. 
(26) 

However, the inequality a~> > aW still does not 
mean that the series diverges. From an analysis 
of the next terms of the expansion it follows that 

a)NaW ~ · · · ~ a)7n+Jl/a~n-I) ~ · · · ~ 11 2 , 

aW!af!l ~ · · · ~ aW+2lla~n) ~ · · · ~ 11 2 , (27) 

and the ratio a~n+t>;a~n> is determined by rela­
tions of the type (24). 

Thus, the series for the even and odd terms of 
the Holstein type contain a single parameter 7)2, 

but the first term of the odd series is smaller than 
the first term of the even series at least in a ratio 
7Jt: 1. 

Let us proceed to the summation of diagrams 
containing free intersections. The simplest dia­
gram containing one free intersection is obtained 
if there are no points on the contour except the ter­
minals 0 and T, and the latter contain Ik0>. The 
next diagram of the type 1/ s is obtained if there 
is at least one point z 1 on the contour. In one of 
the terminals, say in 0, we insert IX: and we close 
it with point z 1, while in terminal T we insert I~0 >. 
Then a free gap arises between z 1 and T, and on 
the left between the points 0 and z 1 lies a multi­
phonon two-point block. We have already explained 
how a diagram of the type 1/ s arises for four points 
(two terminals and two points on the contour), etc. 

In the general case the factor of the first power 
of 1/ s is a product of two "vertices": the left 
vertex rf.k and the right vertex rf,k, each of 
which is a sum of multi-point blocks which con­
tain no free intersections (see Appendix III). The 
left "vertex" is not equal to the right vertex, since 
it contains blocks with points on the vertical portion 
of the contour. Diagrams containing more than one 
free intersection other than verticles include 
"horizontal irreducible parts" (see [i2]). The 
sum of all the horizontal irreducible parts (con­
taining no free intersections) will be called the proba­
bility Wpk· In the aggregate of all the diagrams 
containing at least one intersection, we separate 
the right-hand vertex, and the free intersection 
ahead of it will be included in the left part. For 
the left part F~ we obtain the equation 

Fx x 1 1'VFxW 
k = r1,k 5 + s L.i P pk· (28) 

p 

Multiplying (28) by s and letting s approach zero, 
we obtain ultimately 

(29) 
p 

Equation (29) is analogous to the Boltzmann 
k~netic equation. Therefore we denote the contri­
bution to the electric conductivity associated with 
it by O"B. In (29) it is possible to segregate the 
"departure" and "arrival" terms [t2]; the former 
correspond to the probability wp<k> = - Wkokp /N. 
On the diagrams corresponding to these "depar­
ture probabilities," in contradiction to those cor­
responding to "arrival probabilities" Wk~r), there 
are no phonon lines joining the upper and lower 
portions of the contour. In the region of low and 
intermediate temperatures (kT < nw0~/2, where 
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~ 5 1), this equation determines the entire kinet­
ics for arbitrary coupling between the electrons 
and the phonons. When kT > liw0 /2, it enables us 
to estimate the contribution made to the electric 
conductivity by the tunnel penetration, but we shall 
show that for such temperatures the principal role 
is played by the jump-over processes. 

When kT > liw0 /2, Eq. (29) can be readily 
solved, for by virtue of inequalities of the type 
(21a) and (21b) the probabilities are practically 
independent of k and p ( Wpk ~ W 
+ Wpk exp [ - ST 1 ) . Therefore the arrival terms 
in (29) vanish (accurate to terms of order 
exp [- ST1) 

(30) 
p p 

Equation (30) is satisfied by virtue of the con­
dition 6 F~ = 0. Consequently 

p 

(31) 

It can be shown that the probability Wk is real, 
inasmuch as one can set any block, in which Z1 
points lie on the upper part of the contour and Z2 
points on the lower, in correspondence with a 
complex-conjugate block with Z2 points on top and 
l1 points on the bottom. We ultimately obtain 

(32) 

We present the results of an analysis of the 
terms of the series for the departure probability 
Wk. The first term w<O> coincides with WH (g) 
[see (23)1. For w<1) we obtain 

W<I>jW<o> zJ lEa< 1, if g1 + g2 + ga = 0, 

W(l>jW<0> proportional to exp (- Srr1 - Ea~/kT) ~ 1, 

(33) 

where y 1 < 1 and o1 2:: 1 if g1 + g2 + g3 ;e 0. 
However, for the term w<2> (the sum of two 

blocks P4 and P! with four points lying either 
only on the upper part of the contour or only on 
the lower one ) we find (see Appendix III) that 
when liw0{3/2 « 1 

We note that the imaginary part of the two-point 
block lying on the upper part of the contour, which 
is equal to J2/4liEa, likewise contains no exponen­
tial smallness, but it makes no contribution to the 
probability w<O> = WH(g) = P2 +Pi. 

The calculations show that starting with w<2 > 
all the even terms of the series w<2n> contain no 
exponential smallness of the type exp [ - Ea /kT 1 
and w<2ll+ 2> /w<2ll> ~ 772. For the odd terms of the 
series, starting with w<3>, we obtain w<2n+o; 
w<2n-t> ,..., 772, and the ratio w<3> ;w<2> is small at 
least as 71t· Thus, we must substitute w<2> for 
Win (32). 11 > 

In the region of high temperatures (kT >liw 0 /2 ), 
the properties of the series for the vertices are as 
follows. In the lowest order 

x(O) _ x(O) _ · (k) _ 1 a (k) 
r 1k -- r2k - Vx - h lfk e 

X 

=- ~ ~ J (g) gxe-ikge-Sr<l!>. 
g 

In the next order (two-point blocks, one of the 
points is a terminal ) we have 

(35) 

(36) 

where 0 < y < 1. The series of the odd terms 
rX<2ll+1> and rx<2n+O contain as before the param-

tk 2k 00 0 
eter 772, but the saddle points t 1, t 2, ... , tm for all 

-o -o -o the variables do not lie at zero ( wt1, wt2, ... , wtm 
~ 1 ) in the series of the even terms (starting with 
two points apart from the terminal ) . Consequently 
there is no total cancellation of the factors outside 
the integrals signs, of the type exp [- ST(g1 ) ... 

-ST(gm+ 1)1, that is, the even terms are propor­
tional to exp (- STYm), where 0 < 'Ym < 1. In ad­
dition, near the new saddle points, by virtue of the 
condition t0w0 « 1 [see (20)], we can integrate 
over all the variables from - oo to oo , which 
yields (Jt0 /ti) 2n exp (- Eaom/kT), where om> 1. 

We thus have for a vertex with 2n points 

W(2) J2 (kT)'/, 
-z- --eEa!kT ~ 1 (34) where 
w<o> fiwo E~· ' 

that is, w<2>, in contradistinction to the Holstein­
type term aii>, does not contain the factor 
exp [ - Ea /kT 1. This difference is connected with 
the fact that in the calculation of a!J> we summed 
seven diagrams (depending on the location of the 
two additional points on the contour) and in the 
sum the large terms of the type (34) cancelled out. 

( JI )a J' nw 
1']3 = ho = EakT = 1']2 (EakT)'I• ~1']2· (37a) 

It is difficult to obtain the exact values of the 

11>1n [•] we actually used for W the zeroth term of the ex­
pansion w~P>. However, inasmuch as the inequality w<2l» w<0> 
holds true for all temperatures, the results of [•] are incorrect 
in the region kT .S 1i w0/2. 
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numbers 620 and y 2n, for they depend on the form 
and magnitude of the phonon frequency dispersion 
and on the form of the dependence of Yq on q. It 
can be stated, however, that owing to the increase 
in the number of integration variables ( t 1, ••• , t 20 ), 

the following relation holds true 

(38) 

Taking the largest (say the 2n-th) terms in the 
series for the vertices, we obtain 

that is, when Ea > kT > nw0 /2 this ratio is expo­
nentially small for any term in the series. 

Thus, if 712 « 1, then the main contribution to 
the electric conductivity is determined by the 
equivalent formulas (22) or (23). 

4. DISCUSSION OF RESULTS 

Let us present an illustrative physical picture 
of the phenomena considered above. At sufficiently 
high temperatures sinh(:liw 0 /2kT) < y (y » 1), 
all the processes are essentially multiphonon. 
When kT > :liw0/4 the principal mechanism of 
motion is by jumps from site to site, and the time 
~t between jumps is smaller than the time tp of 
tunnel penetration, but much larger than the jump 
time t 0• Since the jump (collision) time t 0 [see 
(20)] is much shorter than w01, the jump occurs 
so rapidly that the electron jumps out of the po­
larization well produced by it, shakes off the 
"heavy load of atomic displacements" (that is, 
the process is essentially multiphonon), and 
ceases to exist as a polaron. But inasmuch as 
the time between jumps ~t is much longer than 
w01, then, on landing on a new site, the electron 
again has time to produce a polarization well and 
sink in it (that is, it goes into the polaron state) 
before it jumps over to a second site, and this 
jump will occur before the electron can tunnel 
through the barrier. 

Thus, the following inequalities hold true: 

where 
h h s 

tp=u~-e T, 
p J 

(40) 

At first glance it is necessary to add to these in­
equalities still another one, te ~ :li/ J > w0"1, which 

requires that the electron wave packet spread out 
more slowly than the time of transition of the elec­
tron to the polaron state. It follows from our work, 
however, that in order for (22) to be valid a weaker 
condition is necessary: 

'llz = J2j(EakT)'I: nw0 ~ 1, i.e., te> (t0fw0)'1•. (41) 

Condition (41) requires that the initial electron band 
(of width J) be sufficiently narrow. Incidently, for 
substances such as Ni 0, in which it is formed as a 
result of levels belonging to the unfilled d-shell, 
the interatomic distances are large; apparently 
this is precisely the case that is realized. 

We note that for arbitrary values of 712 it is 
necessary to sum all terms of the series for CTH, 
for the probability and for the vertices. From the 
structure of the terms of the series for crH it fol­
lows that they are all proportional to exp (- Ea/kT), 
so that we can hope that even in the case of wider 
bands the contribution to the electric conductivity 
due to jumps ( CTH ) will increase with temperature 
like exp (- Ea /kT), provided the factor preceding 
the exponential F( 772 ) will be a weaker function of 
the temperature ( 712 "' T-112 ). If in addition it 
turns out that the contribution to the electric con­
ductivity due to the jumps is the largest, that is, 
CTB < CTH, then the temperature dependence of the 
mobility will carry as before an activation char­
acter 12>. The analysis of electric conductivity at 
low and intermediate temperatures and the calcu­
lation of the high frequency conductivity and the 
hole effect will be the subject of a separate com­
munication. 

The authors are grateful to A. I. Ansel'm, 
L. E. Gurevich, V. L. Gurevich, 0. V. Konstanti­
nov, V. I. Perel', G. E. Pikus, and G. M. Eliash­
berg for useful discussions. 

12)In a recently published article[•] Klinger also investi­
gated the question of low mobility, using the van Hove pro­
cedureJ"] However, we strongly disagree with him in many 
respects, including the question of the limits of validity of 
the theory (smallness parameters). Klinger states that the 
main criteria for the applicability of the theory are the con­
ditions (6) in [•], that is, ~t » w~1 and tp » M. It follows 
from our work, however, that in order for (22)-(23a) to be valid 
[compare with (9) and (10) in [•]) it is necessary to satisfy the 
more stringent requirements 711 « 1 and 712 « 1, that is, the 
initial electron band should be narrow, and the carriers must 
be polarons of small radius. In [•] no separation is made in the 
contributions to the mobility made by the transport processes 
of the ordinary type and made by the jumps, which may lead 
to an incorrect estimate of the next approximations. Apparently, 
these are precisely the reasons for the discrepancies. 
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APPENDIX I 

I. G. LANG and Yu. A. FIRSOV 

AVERAGING OF PRODUCTS OF THE TYPE 
$m1g1(Zt) ... ~m~n(zn) OVER THE PHONONS 

We consider a block with two points. Represent­
ing <I>mzgz(zz) in the form II exp [ Hz(q)], where 

q 

Hz (q) = ~q (mz, mz +g1) b~ e'"'qzz 

we obtain 

Q2 = <<Dm,g, (zl) <Dm,g, (z2)) = TI Fq 
q 

= TI 2 sh nw;~ <e _fi"'q~<b~bq+'!,) eH><qleH' <q>). 
q 

(ALl) 

(AI.2) 

Inasmuch as the commutator [ H2, Hr) is a number, 
the following formula holds 

(AI.3) 

Using twice the formula (AI.3), we reduce Fq to 
the form 

In order to calculate ( $m 1ql z 1 ) ), we use (AI.3) 
and (AI.6). Putting 

= ~q (ml, m1 + gl), 

we obtain 

(AI.9) 

(AI.lO) 

The expression for the case of three points has the 
form 

where fik = cos wq ( Zi- Zk + iti,B/2), aik coincides 
in form with a 1, 2 in (AI.S), but in this case G 
= Rmk- Rmi. The generalization to include the 
case of an arbitrary number of points z 1, z 2, ••• , Zn 
is obvious. 

APPENDIX II 

Fq = (l -e-1i"'l) e-•;, JH,, H,J-'1, l"q I' 

x Sp {e-n"'q~'b~bqeoqb: e-o~bq}, 

where 

THE 1/s RULE FOR FREE INTERSECTIONS 

This rule was proved earlier [t2] for weak 
(AI.4) electron-phonon interaction. Let us prove it for 

our case. If a free intersection exists between 

6q = ~q (ml, m1 + gl) e'"'qz'+ .!1q (m2, m2 + g2) ei"'qz, (AI.5) 

Putting exp [ - tiwq,B] = aq, we write the trace of 
the curly bracket in (AI.4) in the form 

L; o:~ (-lt ~~~~:~ N (N- l) ... (N- n + l) 
N, n<N 

(AI.6) 

Taking the sum over N and differentiating it n 
times, we obtain n in the numerator, after which 
the series over n adds up to an exponential, that 
is, (AI. 6) turns out equal to exp [ -loq I2Nq ]/ ( 1 - aq), 
where Nq is the Planck function. We ultimately get 

where 

a1.2 (G, g1, g2) = + [cos q (G - g1) + cos q (G + g2) 

-cos q G- cos q (G- g1 + g2)], (AI.8)* 
t ~ nwq~ 

Sr (g)= ZN ~I rq \2 cth - 2- (l -cos qg), G = Rm,- Rm,· 
q 

*cth = coth. 

Zn and Zn+t (see Fig. 2), then in expressions of 
the type (AI.ll) the time arguments with m 1 :::: n + 1 
and m 2 ~ n are not coupled. We assume that 

[ 
1 ~ I rq 12 -; 

lnm (z) = exp N 7 sh (nwq~ I Z) Gnmf nm (z) j , 
and then the expression corresponding to Fig. 2 
is written in the form 

T T 't' 2 n-2 

I im ·~ dzn ~ d-r: ~ dz1 • • • ~ dzn-Ie-sT lo,1 ( -r:-z1) l0,2 

TS:.c:;: 0 Zn Zn Zn 

>< (-r:-z2) .. . lo, n (t'-Zn) 

X l1,2 (z1 - Z2) .. . l1, n (z1 -Zn) .. . ln-1, n 

X (Zn-1 - Zn) cp (Zn), 

I 
(J Zn+Z Zn+ I I Zn Zn-t Zz Zr '( 

I 
I 

[,A; 

I 
I 
I 
I 
I 
I 
I 

IJ 

FIG. 2 

(AII.l) 
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where cp ( Zn) is an expression corresponding to the 
part to the left of the intersection A: 

Zn 2 n+1 

cp (zn) = ~ dzn+1 ~ dzn+2 ln+l. n+2 (Zn+t - Zn+2) · . • 
0 0 

•n 

= ~ dznHF (Zn+t)· (AII.2) 
0 

The expression F( Zn+t) contains in principle 
arbitrarily many free intersections, but is inde­
pendent of zn. In the Kubo formula it is necessary 
first to let T- oo, and then s - 0. Let us make 
the change of variables 

Zn-l = Z~_1 + Zn. 

Then expression (AII.1) assumes the form 

T T-zn ~ 

lim ~ e" 11 cp (Zn) dz, ~ e-s~d,; ~ dz1 
T--i-COO 0 0 
S-+0 

Zn-2 

. . . ~ dzn-1lo,1 ( 1: - Z1) Zo,2 ( 1:- Z2) 
0 

(AII.3) 

· · · lo, n (1:) l1,2 (z1- Z2) · · · ll, n (zl) · · · ln-l, n (Zn-l). 
(AII.4) 

Making the transitions to the limit in the proper 
sequence, we replace the limit T- Zn in the sec­
ond integral by T and the entire remaining mul­
tiple integral, which does not depend on Zn, we 
denote by r~.~> -this is the right vertex of n-th 
order. Using expression (AII.2) for cp(zn), we 
integrate with respect to Zn by parts. We ulti­
mately obtain 

co + ~ e-s•n+1Fpk (zn+t) dzn+l r~S>. 
0 

(AII.5) 

If free intersections are still contained in 
F(zn+1), then, using analogous procedure and de­
noting again the block separated on the right by 

Wp'k, we obtain 

co 

e-sz F • (:z) - W 'k- rx <n>dz ~ 1 1 
PP s P s 2, I< (AII.6) 

0 

etc. This property enables us to write down equa­
tions (28) and (29). 

APPENDIX III 

CALCULATIONS OF THE "DEPARTURE PROB­
ABILITY" w<~ 

The quantity w~> taken with the opposite sign 
is equal to twice the real part of P4, correspond­
ing to the diagram on Fig. 3. The contribution 

,--------------- -~ 
I 4 J 2 f I 

~~ _______________ ..J 

k ----- -·-- -·- - -- --

FIG. 3 

from diagrams with two overlapping blocks (one 
in the upper part of the contour, the other under 
it on the lower part) is omitted, since it is pro­
portional to exp [- Ea/kT]. We put 

<!>; = <Dm;g; (z;)' 0Jkp = (Bk- Bp) In, z4 = 0. 

then 

W~2> = - 2 Re C~ )' ;4 ~ ~ exp { i [k (m4 ·- m1- gl) 
k1k1k8 m1mr.mam" 

00 Zt Zz 

+ ka (rna - m4- gJ]} ~ dz1 ~ dz2 ~ dz3 exp { i (rokk,z1 
0 0 0 

- (c:DlD2) (c:Dac:D4)-(c:Dl) (c:D2<Da<D4)- · · · 

+ (c:D2) (c:Da) (c:Dl<l>4) + · · · - 2 (<1>1) (c:D2) (c:Da) (<!>4) }. 

(AIII.l) 

The third and following terms in the curly 
bracket in (AIII.l) are small compared with the first 
two in a ratio exp (-STY), where y ~ 1. We 
replace quantities of the type exp ( iWkk1z 1) by 
unity by virtue of (21a) and (21b). Summing over 
k1, k2, and k3 we obtain 

m1 - m2 = g2, ID2 - IDa = ga, IDa - ID4 = g4. 

The largest result that does not depend on k is 
obtained under the condition g1 + g2 + g3 + g4 = 0. 
The sum over m 1 is equal to N. Let us put g1 
= - g2 = g3 = - g4 = g. Then 

al.2 = a2,a = aa,4 = aq, al,a = a2,4 = - aq, 
where aq = 1 -cos q • g (see AI. 8). Making the 
change of variables z 1 = t 1 + t 2 + t 3, z2 = t2 + t 3, 
and z3 = t 3 and putting 

cos_roq (u + ili~/2) = /q (u), 

we get 
00 00 00 

W~2> =- 2 Re ({f ~ dt1 ~ dt2 ~dt3 { exp [~ ~ fq (fq (t1) 
0 0 0 q 

+ /q (t2) + fq (ts) + /q (tl + t2 + fa) - /q {tl + t2) 

- /q (t2 + t3)) - 4Sr J 

- exp [~ ~ fq (fq (t1) + fq (ts))- 4Sr]} , 

(AIII.2) 
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Let us put ti = t 1 + itij3/2, and let us break up 
the integral with respect to ti into two parts, with 
limits from itij3/2 to 0 and from 0 to oo. The 
second part is exponentially small, since both ex­
ponents in (AIII.2) have for ti = t 2 = t 3 = 0 a value 

that is, the second part can be discarded. In the 
first part the essential contribution is near ti 
= itij3/2, where the exponents vanish. Let us put 
t2 = t2 + itij3/2 and break up the integral with re­
spect to t2 into two, with limits from itj3/2 to 0 
and from 0 to oo. We introduce ti = itij3/2 - iv 1 

and t2 = iv2, and transform the first exponent in 
the first integral to the form 

+ V F~ (q) - F~ (q) cos Cilq (t2 + iz) - 4Sr, 

liroq~ 
F1 (q) = ch Cilq (v2 - v1) + ch - 2-- ch CilqV2, 

liroq/3 
Fz (q) = sh Cilq (v2 - v1) + sh - 2- - sh CilqVa, (AIII.3)* 

where tanh wqz = F2/F1• 

Putting u3 = t 3 + iz and leaving the limits of in­
tegration with respect to v3 from 0 to oo (since 
we are taking the real part), we obtain that near 
v 3 = 0 (the first saddle point) the exponent does 
not exceed 

no matter what the value of v1 or v2, that is, the 
contribution is exponentially small. 

Thus, the first integral can be discarded. In 
the second integral (from 0 to oo with respect 
to t2) we put t1 = itij3/2 - iv 1 and expand both 
exponents (see Alii. 2 ) in powers of v 1, retain­
ing the first term on the expansion. Integrating 
with respect to v 1 we obtain 

(2)- ( J ) 4 -2Srr rd 'r d [ 1 ~ I lq l2aq w _ - 2 T, e rn .\ f2 ~ f3 exp N .LJ sh (liUlq~ 1 2) 
0 0 q 

(AIII.4) 

where 

*ch =cosh. 

Having made the substitution t3 = t 3 + itij3/2, we 
discard the integral with respect to t3 from 0 to 
oo , which contains the small factor exp [ - Ea /kT ]. 
In the remaining integral we put t3 = itij3/2- iv3, in 
which the essential region is near v3 = 0. We ex­
pand the exponent and the factor R( t2, t 3 ) in 
(AIII.3) in powers of v3, retaining the first term 
in the exponent, and the first and second terms 
in R( t2, t 3 ). Integrating with respect to v 3, we 
obtain 

00 

w<2l = 2 ( { )'} dt2 { ~ ~ fq cos wqt2 j ( ~ ~ 1 Yq j2aqwq ) 
4 

+ 2( ~ ~ fqw~ cos Cilqi2 ) 2 j (~~I Yq l2aqwq) 
6
}. (AIII.5) 

Integrating with respect to t 2, we find that the 
first term contains a delta function of wq and is 
equal to zero ( wq ;;<! 0 ). The second term con­
tains the sum o ( wq1 + wq2 ) + o ( wq1 - wq2 ) . In the 
isotropic case we obtain finally 

x Q 2 / (~~I Yq l2aqwq)
6 = (/ )' . w , (AIII.6) 

q a sh· (liro/3 I 2) 

where Q is the volume of the elementary cell, 
qmax ::::; 1/ a, and a is the lattice constant. 
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