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Formulas which formally express the coefficient functions of the scattering matrix expan­
sion in normal products of asymptotic fields in terms of time-ordered products of the cur­
rent operators and a certain set of operators Av are derived by an axiomatic method with­
out recourse to perturbation theory. Systems of equations for the coefficient functions of 
the scattering matrix are also established. 

1. INTRODUCTION. NOTATION 

THE usual approach to quantum field theory based 
on the Hamiltonian formalism is beset with a num­
her of well-known difficulties, the gravest of which 
is the impossibility to go beyond the limitations of 
perturbation theory: we are unable to formulate one 
of the most essential parts of the theory, namely, 
the "rules for the removal of divergences," without 
recourse to an expansion in a small coupling param­
eter. 

This circumstance stimulated attempts to ap­
proach the theory "from the other end," as it were. 
Instead of writing down a Lagrangian or equations 
of motion and attempting to solve these, one tries 
to formulate the physical requirements which the 
solutions have to satisfy and seeks all of those so­
lutions which fulfill these requirements. Bogolyu­
bov1 and Bogolyubov and Shirkov2 have used this 
approach in a consistent manner on the basis of 
perturbation theory and the hypothesis of the adia­
batic switching-on and -off of the interaction. They 
found results which are in essential agreement with . 
those obtained by the Hamiltonian method. 

The new approach, without the simplifications 
just mentioned, (often, though not too felicitously, 
called the "axiomatic method") has been inten­
sively developed in recent years in connection with 
the study of the dispersion relations -the only 
rigorous result of quantum field theory. 

The basic physical requirements of the axio­
matic method can be formulated in various ways. 
For example, we can start from the requirement 
that there exist Heisenberg field operators at 
every point which commute on any space-like sur­
face. This is the approach used by Lehmann, 

Symanzik, and Zimmermann and others (see ref­
erences 3 and 4 and numerous subsequent papers). 
On the other hand, one may begin with the program 
proposed years ago by Heisenberg5 and restrict 
oneself to the consideration of the scattering ma­
trix. The latter approach was chosen by Bogolyu­
bov, Polivanov, and the author (reference 6, hence­
forth referred to as PTDR) in connection with the 
theory of dispersion relations. 

We note at once that it is not quite correct to 
say that we follow the program of Heisenberg. In 
fact, we shall deal with a larger set of objects to 
be studied and an expanded system of basic phys­
ical axioms; the class of theories under consider­
ation will be correspondingly narrower. In the 
Heisenberg program, only those matrix elements 
of the S matrix are considered which correspond 
to transitions between stable asymptotic states in 
which the total energy-momentum is conserved 
and the squares of all initial and final four-mo­
menta are equal to the corresponding masses; 
these matrix elements are said to be on the en­
ergy shell. The set of matrix elements of this 
kind can be represented in the form of a functional 
expansion in the creation and annihilation operators 
of the type given by (2.14) of PTDR, or in the form 
of a functional expansion in normal products of 
asymptotic fields of the type (2.15) of PTDR or 
(10) below, which satisfy the equation 

(0- m2)cp(x) = 0. (1) 

However, it is impossible to formulate the strict 
causality condition if one restricts oneself to the 
scattering matrix on the energy shell [this can 
already be seen from the fact that one cannot con­
struct a four-dimensional o function from the so-
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lutions of Eq. (1)]. There will, in this case, be no 
difference between a theory obeying strict causal­
ity and one obeying macroscopic causality. In order 
to be able to formulate the strict causality condi­
tion, we must extend the meaning of the functional 
expansion (10) and regard it as being an expansion 
in arbitrary functions cp ( x) which do not have to 
satisfy Eq. (1). 

Through this remark the method of PTDR 
comes closer to the methods which presuppose 
the existence of Heisenberg fields at every point; 
however, in the last-mentioned methods the class 
of considered theories is narrowed down further, 
which, in our opinion, is not warranted by the 
physics of the problem. 

We shall start from the basic assumptions for­
mulated in Sec. 2 of PTDR. For simplicity, we 
shall deal with a single self-interacting scalar 
field 

Analogously, we have in our normalization 

[fp (x), cp (y)l = - iD (x- y), 

tJ (k) = 2nie (k0) o (k2 - m2). (9) 

2. CERTAIN PROPERTIES OF THE SCATTERING 
MATRIX 

The basic quantity in our investigation will be 
the scattering matrix extended beyond the energy 
shell. We consider it to be written in the form of 
a functional expansion in normal products of asym­
ptotic fields: 

S = ~' l-,i)v\dx1 ... dxv<Dv(Xl, ... , Xv) :cp(x1) ... cp(xv):, 
~ v .• J 

v=O (10) 

where the coefficient functions ~n ( x1, ••• , Xn) are 
classical functions which are symmetric in all their 
arguments. We emphasize that cp(x) is notre­
stricted by the condition (1). 

cp (x) = _1_ \ dk {eikx a+ (k) + e-ikx a (k)} 
(2n)'/, J f2ko ' 

ko = + Vk2 + m2, 

Variational differentiation of the scattering ma­
trix leads to operators which depend on the points 

(2) in space-time. Here it is more convenient to use 
the radiation operators 

where a+ ( k) and a ( k) are the creation and anni­
hilation operators for the asymptotic particles 
(more precisely, the "outgoing" particles), which 
satisfy the usual commutation relations 

a(k) a+(k') - a+(k') a (k) = 1'\ (k - k'). (3) 

We assume that there are no bound states. We 
can then regard the set of states of the type 

J kh ... , k") = a+(k1) ••• a+(kn) I 0) (4) 

as forming a complete system as specified by the 
condition I, (4) of PTDR, i.e., we can assume that 

00 1 \ 
(a I AB I~)= ~ Sf J ds1 .•. dss 

s=O 

x(o: I A I Sl, ... 'Ss) (sl, ... 'Ss I B I~~ 

for any two operators A and B. 
We shall make use of the four-dimensional 

Fourier transformation in the form 

1 ('., - ~ (' 
F (x) = (2n)4 .) e-ikx F (k) dk, F (k) = j eikxp (x) dx 

(5) 

(6) 

and of the analogous formulas for functions of sev­
eral arguments. If we define 

(0 \ cp (x) cp (y) I 0) = - iD1-> (x- y), 

- (0 icp (y) cp (x) I 0) =- iD1+) (x- y), (7) 

we must set, in accordance with (2), (3), and (6), 

f5H (k) = 2niit (k0) 1'\ (k2 - m2), 

S" (xl, ... ' Xn) = ws I ocp (xl) ... ocp (xn)) s+ (11) 

instead of the functional derivatives themselves. 
We shall now prove various lemmas which es­

tablish a connection between the vacuum expecta­
tion values of these radiation operators, the coef­
ficient functions of the scattering matrix, and the 
matrix elements of the latter. 

Lemma 1. The coefficient functions of the scat­
tering matrix coincide (up to a factor) with the 
vacuum expectation values of the radiation oper­
ators (11): 

<D(n) (xl, ... 'Xn) = t < 0 I /lq> (xl)~~~/l<p (xn) s+ I 0 > 
(12) 

Proof: We obtain for the n-th variational deriv­
ative of the expansion (10) 

/l<p (x1) ..• /l<p (x 11 ) 

00 (-i)v(' v v! 
= ~ -v1- j dz1 ... dzv cr> (zl, ... , Zv) (v _ n)! 

v=n 

or, after relabelling th-:J variables, 

/l11 S ')n ;, (- i)v ~ d d thn+v 
/j . ) (j ( ) = (- t >, --1- Z1 ... Zv'V <p (X1 . . . <p X n ""-' V 

V=Q 

X (x1 , ••• , Xn, Z1 , ... , Zv): cp(z1) ... cp(zv):. 

(8) Only the term containing no normal products on 
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the right-hand side gives a contribution to the 
vacuum expectation value: 

To prove the equality (12), we only have to intro­
duce s+ between the brackets on the left-hand 
side, which is possible by virtue of the stability 
of the vacuum, I, (6) of PTDR. 

Corollary. The scattering matrix can be writ­
ten in the form 

(13) 

Lemma 1 expresses the coefficient functions of 
the scattering matrix in terms of the vacuum ex­
pectation values of the operators (11). We now 
wish to express the matrix elements of the S 
matrix (on the energy shell) in terms of these 
same vacuum expectation values. For this pur­
pose, we prove the following lemma: 

Lemma 2. 

m ·n (~,in) 11, ... 'In-s ) 
(11, .. • , In IS I k1, • • • , km) = lJ P (z z ) 

s=o n-s+I' · · · ' n 

Proof: Consider the matrix element <11, ... , 
In I S I k1, ... , km >, which, according to (4), can 
be written in the form 

(0 l a (h) ... a On) S a+ (k1) ... a+ (km) I 0). 

If all momenta ki and li of the different groups 
were different, we could immediately commute 
these operators with the S matrix with the help 
of (2.20) of PTDR and would obtain the expression 
(2.21) of PTDR. However, we cannot restrict our­
selves to this case, since the coincidence of some 
1 with some k gives rise to nonvanishing contri­
butions to integrals over the matrix elements 
owing to the singularity in the commutation re­
lations (3). 

If some 1 coincide with some k, additional 

terms appear: any one of the operators a+ ( k) 
can "combine" with any one of the operators 
a ( 1) instead of the S matrix. It is therefore 
clear that the full expression for the matrix ele­
ment under consideration must consist of a sum 
of terms of the type (2.21) of PTDR, where the 
order of the variational derivative, corresponding 
to the number of factors of the form 6 ( 1 - k), 
decreases by two as we go from one term to the 
next. Bogolyubov and Shirkov2 have introduced 
the symmetrization operator P (x1, ... , Xs I 
Xs+1• ... ,xn), which denotes the sum over all pos­
sible n ! I [ s ! ( n - s ) ! ] decompositions of the set of 
arguments { x1, ••• , xn} into two groups of s and 
n - s arguments, where decompositions which differ 
from each other only by a permutation within the group 
are counted only once, and the operator P( x1, ••• , Xr)• 
which denotes the sum over all r! permutations 
within the group { x1, ... , Xr} . It does not require 
much imagination to see that, with the help of these 
operators, the sum under consideration reduces* 
precisely to the form on the right-hand side of (14) 
(the factor s+ can be introduced between the brack­
ets of the vacuum expectation value by virtue of the 
stability of the vacuum ) . 

The upper limit in the sum over s on the right­
hand side of (14) corresponds to the "exhaustion of 
the supply'' of creation and annihilation operators; 
the first sum over the permutations corresponds 
to all possible decompositions of the set of annihila­
tion operators into one group which combines with 
the creation operators and another group which 
combines with the S matrix; the second sum over 
the permutations corresponds to the same decom­
positions of the set of creation operators; finally, 
the last summation over P (km-s+i• ... , km) goes 
over all possible different pairings of the operators 
a ( 1 ) and a+ ( k) combining with one another. 

It is clear that a formula completely analogous 
to Lemma 2 will be valid for the matrix elements 
of variational derivatives of the S matrix of any 
order. The additional derivatives can be "pulled" 
inside" the brackets of the vacuum expectation 
values without change of form. This is not the 
case for the radiation operators (11). The pres­
ence of the factor s+ requires an additional ex­
pansion in terms of a complete set of functions, 
and the formulas become, in general, much more 
complicated. The only exception to this are those 
cases in which the right-hand bracket contains the 
vacuum or a single-particle state. By virtue of 

*Cf. the. technique developed in reference 7; with ·the help 
of this technique the discussion above could be replaced by 
calculations (which, admittedly, are very involved). 
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the stability condition I, (6) of PTDR, we can then 
"pull the factor s+ inside," and the derivation is 
the same as for Lemma 2. 

Thus we can formulate two more lemmas: 
Lemma 3. 

I {'/S +I (11' ... ' ln I O<jl (zi) ... O<jl (z,) . S 0) 

. dxi ... dxn exp {i ± lx} 

= j (2n)3"/2 V 21~ ... V 21~ 
X (o I or+n s . s+ I o) 

o<p (zi) ... 1\<p (z,) o<p (xi) ... O<p (xn) ' 

By complex conjugation we obtain the 
Corollary 

<0 I S o o' s+o [ kl, ... ' km "'/ <p (zi) . . . <p (z,) 

= s dyi .. , dym exp {- i ~ ky} 

(2n)3m/2 V 2k~ . .. V 2k~ 

Lemma 4. 

· r+n+1 (II> · · ·'In 1) X <D (z1, ... Zr, X1o ... , Xn, y) + p In -

X (- i)'+"-1: \' dxi . .. dxn-1 exp {i n~1lx \ 
.l (2nj3 (n-1)/2 V 21~, ... 21~_1 ~ / 

(15) 

(16) 

X <D'+n-1 (z1 , .•. , z, X1o ••• , Xn-1) 6 (I,.- k). (17) 

Complex conjugation leads again to a formula of 
the type (16). 

Up to this point we have not made any use of the 
causality condition. In the system of basic assump­
tions of PTDR, this condition had the form 

o ( {JS s+) _ os<l)<uJ _ 0 f :e.. 
o<p (x) o<p (y) - o<p (x) - or X 'X': y. (18) 

[ The sign of the inequality corresponds to the fact 
that we regard the asymptotic fields cp(x) as "out­
going" fields; the inequality would be the opposite 
for "incoming" fields.] We now prove several new 
relations which follow from this condition. 

Lemma 5. The causality condition (18) implies 
that 

6<p6(x) sn (y1, ... , Yn) = 0, (19) 

if 

X;'(; {y1, ... , Yn}. (19a) 

[ The inequality (19a) means that the point x is 
earlier than, or lies on a space-like surface with 
respect to, all points y 1, ••• ·Yn·] 

Proof: Assume that the lemma is valid up to a 
certain value N. Then 

Differentiating this equation with respect to 
cp(YN+1 ), wefind 

using the unitarity condition I, (5) of PTDR and 
applying the sum rule for the derivative with re­
spect to cp ( x), we obtain 

_o_( oN+1s s+) 
o<p (x) o<p (YI) ... o<p (y N+I) 

o ( oN S s+) . {JS s+ 
= o<p(x) i'Jcp(yi) ... o<p(yN) llcp(yN+1l 

+ 11Ns s+ _o_ ( os s+). 
ocp (YI) •.. ll<p (YN) ocp(x) ocp (yN+I) 

The first term vanishes because of (19N) and the 
second term also does by virtue of (18), if we re­
quire that x ~ YN+i· The validity of (19N) for n 
= N + 1 therefore follows from the validity of (19N) 
for n = N. Since (19N) holds for n = 1, the lemma 
is proved. 

Lemma 5 allows us to increase arbitrarily the 
number of internal arguments in the causality con­
dition (18). The number of external arguments can 
also be increased. The corresponding lemma is 

Lemma 6. The causality condition implies 

om (n) 

0 ( ) 0 ( ) S (Yio · · · , Yn) = 0, (20) <p XI ••• <p xm 

if for at least one 1 ::::: j ::::: m 

(20a) 

The proof is obvious. 
The original form of the causality condition (18), 

as well as the subsequent relations (19) and (20), 
contains not only the radiation operators (11), but 
also their variational derivatives. Under certain 
conditions it is more convenient to use a form of 
the causality condition which involves only the op­
erators (11) themselves, in analogy to the "inte-
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gral" causality condition in perturbation theory.8 

This form is established by the following lemma: 
Lemma 7. The causality condition (18) implies 

that the radiation operators s<n>(x1, ••• , xn) can 
be represented in the form 

S (") ( ) s(s) ( ) s(n-s) ( ) Xt, ... , Xn = Xj1 , ••• , Xj5 ..._ Xjs+t, ... , Xjn , 

(21) 

if 

{x;, .... , x;J;):: {x;,,. 1 • ... , X;n} (21a) 

where 0 ~ s ~ n. 
Proof: Assume that the lemma is valid for 

n ~ N and that the arguments {x1, ••• ,xN+t} have 
the property 

Expressing, as usual, s<k> in terms of variational 
derivatives, we have the identity 

According to our assumption, Lemma 7 is valid 
for the radiation operators of the N-th order; we 
can therefore continue the equation above by ap­
plying the lemma and using the sum rule for the 
differentiation with respect to cp ( xj ) in the 
f . tt N+t 1rs erm: 

6N-flS s+ 
6qJ (x1) ... ~ (xN+I) 

_ 6 ( 6'S s+) 6N-ss s+ 
- 6qJ (X· ) 6qJ (x1.) ... 6qJ (x1.) 6qJ (xi+) ... 6qJ (x;N) 

IN+l t s s 1 
••c;;; •N-s+Is + Uu s+ U s+ 

6qJ (x;) . .. 6qJ (x;,) 6qJ (xis+ I) ... 6qJ (xiN+I) 

6N-ss 6S+ 

6qJ (x1. + ) ... 6qJ (x1. ) 6qJ (x1. ) 
s 1 N N+l 

6N-ss 6S+ 

6qJ (xis+ I) ... 6qJ (x;N) 6qJ (xiN+I) 

The first term vanishes because of Lemma 5, 
since the point XjN+t belongs to the second group 
in (21b); the next two terms cancel each other. Re­
turning to the operators s<k>, we see that the 
lemma is also valid for n = N + 1. Since it is 
trivial for n = 1, the lemma is proved by induc­
tion. 

The integral causality condition (21) is not only 
necessary, but also sufficient for the validity of 
the differential condition (18). It turns out that 
the latter can be proved if (21) is satisfied only 

for n = 2. Indeed, let us use the sum rule for the 
variational derivative with respect to cp ( x) on the 
left-hand side of (18): 

_6_ (~ s+) - , 6•s . s+ + _j§_ s+ s 6s+ 
6qJ (x) 6qJ (y) - 6<p (x) 6qJ (y) 6qJ (y) 6qJ (x) ' 

According to (21), the first term is equal to 

6s s+ 6s s+ f ::::::: 
6<p (y) 6qJ (x) or x "" y' 

68 s+ 68 s+ f ::::::: 
6<p (x) 6qJ (y) or y"" x' 

and the second term always gives, owing to the 
unitarity condition, 

-~s+~s+ 
6qJ (y) 6qJ (x) · 

Thus we find that (21) implies 

(22) 

The following lemma is proved in the same way: 
Lemma 8. For the validity of the differential 

causality condition it is sufficient that the integral 
causality condition hold in the form 

S(2) (xl, X2) = S(l) (x;.) S(l) (x;,), if Xj, d Xj,· (23) 

Why is condition (23) sufficient for the deriva­
tion of (18), whereas, in perturbation theory, we 
must require8 the validity of the integral condition 
for all n in order to obtain the differential causal­
ity condition? The reason for this is that our ra­
diation operators s<k> depend not only explicitly 
on the arguments x1, ••• , Xk, but also functionally 
on cp ( x); this latter dependence relates the s<k> 
with different indices to each other. 

The results of the preceding investigation of the 
causality condition can be formulated in the form 
of the following theorem: 

Theorem. The forms (18) and (23) of the caus­
ality condition are equivalent. Either one of them 
leads to a system relating the operators s<k> to 
each other which is expressed by the formulas 
(19), (20), and (21). 

3. SYSTEMS OF EQUATIONS FOR THE COEFFI­
CIENT FUNCTIONS 

The various forms of the causality condition ob­
tained in the previous section are operator equa­
tions. In many cases it is more convenient to deal 
with ordinary functions (coefficient functions or 
matrix elements) instead of operators. The above­
mentioned relations can be used to derive various 
systems of equations for these functions. 
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For this purpose we note that the causality con­
dition in the form (21) can be written as ( disre­
garding the possible coincidences of the arguments, 
see below) 

( zl' ... , zs \ 
=P j8(z1 , ..• ,zs; 

2st-t•···• 2n 

where ® ( z1, ... , zs; Zs+l• ... , Zn) equals unity if 
all z~, ... , z~ are greater than all z~+l• ... , z~, 
and zero otherwise. If we take the vacuum expec­
tation value of this equation, we obtain on the left 
the function ( - i)n q,n( Z1, ... , Zn), according to 
Lemma 1. The right-hand side must be expanded 
in a complete set of states with the help of (4). 
Here we are faced with two possibilities. 

If only one argument belongs to the first group 
in (24), s = 1, we can use the unitarity condition 
to write the first factor on the right-hand side in 
the form 

~s+=-S~ 
&<p (zl) 6<p (z1) ' 

it can then be expressed in terms of the functions 
q.v*( z1, ... , Zv) with the help of the corollary of 
Lemma 3. The second factor has precisely the 
form that reduces to the coefficient functions q.v 
with the help of Lemma 3, and we find 

X~ 
dkl ... dkm r ~, } 

exp\-i
1 
'· k(y-x) 

(2n)3m2k~ ... 2k:!, -

We note that the integrals over each individual k 
go over into the functions n<-> ( y- x), 

owing to the normalization (6) and (8). We thus 
obtain the following infinite system of equations 
for the functions <I>v: 

(25) 

This system of equations is analogous to the "sys­
tem A'' of Lehmann, Symanzik, and Zimmermann, 4 

which was derived from different basic assumptions. 
A different possibility, or more precisely, a 

different series of possibilities arises if 1 < s 
< n - 1 in (24). In this case the unitarity condition 
does not any more allow us to bring the first factor 
on the right-hand side of (24) into a form to which 
the corollary of Lemma 3 can be applied. In order 
to express the right-hand side in terms of the func­
tions q.v, we must split it up into three factors, 
i.e., we must expand twice in a complete system 
of states. We then obtain the system 

X D<->(v1 - v~) ... D (v ~) 

n-s+r+!J.(' • • • ) X <l> ,Z1, •.• ,z,,V1 , •.• ,v!J., Xs + 1 , ... ,Xn (26) 

(more precisely, this is a set of systems corre­
sponding to different values of s). The structure 
of this system of equations is conveniently visual­
ized with the help of the following graphs: 

The infinite system of coupled equations (25) is 
considerably simpler than the system (26). How­
ever, the system (25) alone is not sufficient to de­
termine the functions q,v. This is due to the fol­
lowing very important circumstance. The differ­
ent forms (18) - (23) of the causality condition de­
rived in the previous section, are valid only if the 
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coordinates are really unequal; for example, the 
relation (23) is valid only for x1 ~ x2 or x2 ~ x1, 
but not for x1 = x2• Thus the expressions (21) or 
(23) do not determine the functions q,V(x1, ... ,xv) 
for all values of the arguments. If any two points 
belonging to different groups in condition (21a) 
[or the two points in condition (23)] coincide, the 
corresponding value of q,v is indeterminate. We 
must, therefore, introduce additional terms 
( "counterterms") on the right-hand sides of (25) 
or (26), which correspond to such coincidences of 
the arguments.* 

To include these counterterms in a consistent 
manner would evidently lead to enormous combi­
natorial difficulties. However, if we agree to use 
the system (26) for all values of s simultaneously, 
we readily observe that the set of points x1, ... , xn 
can always be divided up into two groups according 
to (21a), except when all points coincide. In other 
words, we only have to introduce one counterterm 
for each function q,n; the other counterterms are 
automatically included with the help of one of the 
formulas (26). However, this involves a peculiar 
kind of "equilibrium," namely, the determination 
of one and the same function by different equations, 
depending on the values of the arguments. 

The condition (23), which is sufficient for the 
validity of the causality principle, leads to yet 
another system of equations. The main advantage 
of this system is that it contains only one J. func­
tion; one may therefore hope that the combinatorial 
difficulties disappear. However, to obtain a closed 
system, we cannot restrict ourselves to the vacuum 
expectation value of the operator condition, but 
must consider matrix elements between all states. 
Such a system will be discussed by Polivanov and . 
the author in a different place, so that we shall not 
write it down here. 

4. FUNCTIONAL EXPANSION OF THE SCATTER­
ING MATRIX 

In the previous section we established several 
infinite systems of coupled equations for the deter­
mination of the coefficient functions q,V in the 
functional expansion (10) of the scattering matrix 
in normal products of asymptotic fields. The solu­
tion of these systems (even approximately) is very 

*Formal calculations with the systems (25) and (26) with­
out taking into account this circumstance lead to the known 
divergences. The divergences are due to products of -3 func­
tions which are not sufficiently regular at zero; as was shown 
in PTDR, Sees. 4 and 5, this is equivalent to an illegitimate 
application of the Cauchy integral formula to Fourier transforms 
which do not vanish at infinity. 

difficult. It turns out that we can obtain some in­
formation on the functional expansion (10) by pro­
ceeding in a different way. Indeed, we shall show 
that all coefficient functions can be expressed in 
terms of the vacuum expectation values of T prod­
ucts of a certain set of operators. Here we note 
the remarkable fact that the structure of the func­
tional expansion (10) is very reminiscent of the 
structure of the functional expansion in powers of 
the "interaction inclusion function," or, roughly 
speaking, of the usual perturbation expansion. 

Let us return now to the radiation operators 
s<n> [formula (11)]. The causality principle is ex­
pressed in terms of these operators [formula (21)]. 
On the other hand, if we perform n variational dif­
ferentiations on the unitarity condition I, (5) of 
PTDR, we obtain the following condition for the 
operators s<n) 

~ ( Xt, ... ,Xn-m )s<n-m)( ) .4.J p X1, ... ,Xn-m 
m~~ o Xn-m +l•"'••Xn 

(27) 

We can now forget about the original definition 
(11) of the radiation operators s<n> and consider 
the purely algebraic problem of finding the gen­
eral form of the operators which satisfy the con­
ditions (21) and (27). But the conditions (21) and 
(27) are precisely the conditions which have to be 
satisfied by the operator coefficient functions in 
the expansion of the S matrix in powers of the 
"interaction inclusion function" g (x) [see refer­
ence 2, formula (18.1), and reference 8, formula 
(1)]. Indeed, the condition (21) is algebraically 
identical to the "integral causality condition" 
(7) of reference 8, while the condition (27) is the 
same as the unitarity condition (18.9) of refer­
ence 2. 

It thus appears that the problem of finding the 
general form of the radiation operators s<n> is 
identical with the problem of finding the general 
form of the coefficient functions of the scattering 
matrix in perturbation theory. The latter problem 
has been solved in reference 2 and also in refer­
ence 8, where a form of the causality condition 
analogous to (21) has been used. It was shown 
that all conditions (21) and (27) are consistent 
with each other and that each operator function 
g(n) ( X1, ... , Xn) is expressible in terms Of the 
operator functions with lower indices except for 
the antihermitian part of its value when all argu­
ments are the same. These latter values can be 
given arbitrarily. 
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In our case the general expression for s<n) will 
therefore have the form 

-iAn (xl> ... , Xn), 

where the summation goes over all values of v 
which satisfy the inequalities 2 s m s n -1, vi 

(28) 

+ ... + "m = n, "j :::: 1, and P (xi, ... , x 11 I ... I 
... , xn) is the operator introduced in reference 2 
which implies summation over all possible n!/ 
[ ~'i! "2! ... "m! ] decompositions of the set of n 
points into m groups containing "i• v2, •• • , "m 
points each. 

The operators A11 (xi, ... ,x11 ) are arbitrary 
operators with the following properties: 

1) locality: 

A" (x1, ... , x") = 0, except when X1 = X2 = ... = x", 

2) hermiticity: 
(29) 

Aj- (Xt, ... , x") = A. (x1, ... , Xv), (30) 

3) symmetry: 

Av(Xa, .... 'Xa) =A" (xt, ... 'x"), (31) 

4) commutativity for points at space-like dis­
tances: 

[A"(xt, ... , x.), A..,. (Yt• ... , y~'-) L = 0, (32) 

when 

These operators reflect the above-noted freedom 
in the choice of the values of the radiation oper­
ators s< II) when all arguments coincide. The first 
of them is the current operator: 

At (x) = j (x) = i$<1> (x). (33) 

We emphasize that in writing down formula (28) 

we imagine that for each v we have somehow fixed 
the arbitrariness in the definition of the T product 
for coinciding arguments (rules of integration near 
zero) in such a way that unitarity is not violated, 
and then add the operator Aw We can say, there­
fore, that the ambiguities of the T products are 
transferred to the operators A11 ; they play the 
role of the above-mentioned counterterms in the 
infinite systems of equations. If we do not wish to 
separate out the counterterms, we can restrict 

ourselves to the T product of the currents in for­
mula (28); however, whenever there is a coinci­
dence of the arguments, we get an ambiguous ex­
pression.* 

Since, according to Lemma 1, the coefficient 
functions q,n of the expansion (10) are obtained by 
taking the vacuum expectation value of the radia­
tion operators s<n), they can also be expressed in 
terms of the set of operators Ai, ... , A11 , • • • with 
the help of formula (28): 

cpn (x1> ... , Xn) = <0 IT [j (xl) ... j (Xn)ll 0) 

(34) 

where the summation goes over the same values of 
v as in formula (28). 

5. DISCUSSION 

The expressions (28) and (34) for the radiation 
operators and the coefficient functions of the S 
matrix are very useful in the elucidation of the 
structure of the functional expansion (10) of the 
scattering matrix. In particular, they may turn 
out to be powerful tools in attempts of solving the 
infinite system of equations for the functions q, v 
approximately. On the other hand, they do not, of 
course, in any way represent a solution of the basic 
problem of finding the scattering matrix without re­
course to perturbation theory. 

Indeed, even in the perturbation theory the for­
mula analogous to (28) leads only to a formal con­
struction of the scattering matrix. The solution is 
formal, because applying it directly leads to di­
vergent expressions when the arguments of the T 
products coincide. As is well known, the next step 
is then to impose on the sum analogous to the sum 
(28) the condition that it contain no divergences; it 
can be shown (see reference 2, Sec. 26) that it is 
always possible to satisfy this condition by an ap­
propriate choice of the operators Aw This step 
has yet to be taken in our case. 

*We note that in our method the counterterms play a more 
important role than in perturbation theory. In the latter, they 
came into play only in problems having to do with infinities and 
renormalization; on the other hahd, it is easily seen that in our 
method, using the perturbation theoretical expression for the 
current, the operators A~ with 11 > 1 give also a ·contribution 
to processes which do not involve divergences, as for example, 
the Compton effect in lowest order. The reason for this is that 
the "fundamental" term in (28) or (34) is the T product of the 
currents and not of the Lagrangians. 
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The main difference between our formulas and 
the perturbation theoretical expansion consists, 
however, in something else. In perturbation the­
ory, the quasilocal operators Av depend only on 
the coordinates xi, ... , xv (more precisely, on 
the free field operators at these coinciding points ) . 
In our case the operators Av depend not only on 
the coordinates xi, ... , xv, but also functionally 
on cp(y ): 

Av(Xl, o o o, Xv) = Av(Xt. o o o, Xv I cp (y))o (35) 

The same is true, of course, for the operators s<n>. 
So far we do not know any details of this depend­
ence; it is only clear that it will couple operators 
with different indices to one another. 

Taking this circumstance into account, we see 
that formula (28) expresses the operators s(n) for 
a certain ''fixed'' cp ( y) in terms of products of the 
operators Av referring to the same "value" of 
cp (y ), and hence in terms of the Av ( ... I cp (y)) 
with arbitrary cp (y) (sum over the complete sys­
tem!). In order to be able to use formulas (28) and 
(34) as the basis for the determination of the scat­
tering matrix without recourse to perturbation the­
ory, we must therefore first investigate the charac­
ter of the functional dependence of the operators 
Av on cp ( y). This problem is the subject of a sep-

arate study, which will be presented in a different 
place. 

In conclusion I wish to thank N. N. Bogolyubov 
and M. K. Polivanov for their continuous interest 
in this work and for a valuable discussion. 
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