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The energy of a system of three particles, proton, electron, and positron, has been deter­
mined by the variational method. It is found to be E :::::; 0.563 Ry. The system can only dis­
sociate into a proton and a positronium atom, with the dissociation energy IE I ~ 0.063 Ry. 

1. FORMULATION OF THE PROBLEM 

WE consider the problem of the determination 
of the ground state of a system consisting of a 
fixed (at the origin) proton and two particles, an 
electron and a positron, moving in the field of the 
proton. 

Let r 1 be the distance between the proton and 
the electron, r 2, that between the proton and the 
positron, and r 12 , the distance between the elec­
tron and the positron. The potential energy of the 
system is 

(1) 

It was shown by Hylleraas1 and Breit2 that it is pos­
sible to separate the variables in the wave fty1ction 
of two particles moving in a Coulomb field. The 
equation in six variables is thus reduced to an 
equation in three variables, r 1, r 2, and the angle 
e between r 1 and r 2,- which determine the rela­
tive position of the particles. The three remain­
ing variables determine the total angular momen­
tum L of the whole system. This method leads 
to the following Schrodinger equation for the ground 
state ( L = 0 ) : 

2m + V (E- U!) <f = 0. (2) 

_In solving the analogous problem of the helium 
atom one chooses as a first approximation that 
solution in which the interaction between the elec­
trons is neglected. In our case this is not possible, 
since our system would not even exist without the 
attraction between the electron and the positron. 

325 

A separation of variables in Eq. (2) is therefore 
impossible. 

We find the solution to Eq. (2) by the variational 
method. In choosing a trial function we must use 
those methods of solution of the problem of the 
helium atom in which the variables are not sep­
arated. The solutions of Hylleraas3 and Slater4 

are of this kind. We must also consider the phys­
ical characteristics of the system; we note that it 
is analogous to the ionized hydrogen molecule con­
sisting of two protons and one electron. In decid­
ing what should be the form of the solution of 
Eq. (2) we must therefore pay attention to the 
following facts. It is known that the problem of 
the hydrogen ion reduces mathematically to the 
problem of two centers: find the stationary states 
of the electron in the field of two fixed positive 
charges with the relative distance R. The solu­
tion can be found using' the methods of Born and 
Oppenheimer, 5 who made a general study of the 
system consisting of several protons and elec­
trons. These authors show that the wave func­
tions of the protons can generally be regarded 
as solutions of the equation of motion of particles 
in a potential well given by the electrons moving 
in the field of the protons. Let ~ be the set of 
electron coordinates relative to the protons, and 
x the set of relative proton coordinates. The 
wave function can then be written in the form 

<f (x, ~) = <1>0 (x) F 0 (x, e) + <l>l(x) F l(x, ~) + .... 
Here F0 (x, ~ ), as a function of the coordinates 
~, is the wave function of the ground state of the 
electrons in the field of the fixed protons. It de­
pends on the proton coordinates x parametrically. 
The energy of the system of electrons, V ( x), is 
then also a function of the parameters x. The func­
tion ci> 0 ( x) is the wave function of the system of 
protons in the first approximation. The quantity 
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V (x) appears as the potential energy of the coup­
ling of the system of protons: 

V!<l>0 (X) + (2M/Ti.2) (Ep- V (x)) <1> 0 (x) = 0, 

where M is the mass of the proton. The potential 
V ( x ) is no other than the potential of the exchange 
forces which couple the heavy nuclei of the mole­
cules. 

These results not only suggest the choice of 
the trial function, but also play a decisive role in 
the analysis of the solution and of the character 
of the forces binding our system. It should be 
recalled at this point that the potential V (x) for 
the ionized hydrogen molecule has the form of a 
well similar to the one shown in the figure (see 
below), where x stands for the distance between 
the protons, r. The minimum of 0.1025 atomic 
units is located at the distance rm = 2a0 (a0 is 
the Bohr radius) between the protons; as the pro­
tons come closer to each other the potential in­
creases according to the Coulomb law e2/ r, 
while it goes to zero as -% re -r at large rela­
tive proton distances. 

The Born-Oppenheimer method is based on 
the fact that the ratio of the electron mass m to 
the proton mass M is small, so that the wave 
function can be expanded in powers of m/M. In 
our case the proton is replaced by the positron, 
which has a mass equal to that of the electron. 
However, a method of solution analogous to that 
of Born can be found even for this system. This 
was done by Slater4 in the solution of the problem 
of the helium atom. He regarded one electron as 
fixed at the distance r 1, and determined the mo­
tion of the other electron in the field of the two 
centers (+e) and ( - e ) . Slater first found the 
energy of the second electron, V (r1 ), as a func­
tion of the distance r 1 between the nucleus and 
the first electron (which enters as a parameter), 
and then regarded this energy as a field of con-
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Solid curve: potential U of formula (23) in atomic units, 
counted from (-l/4) as the zero point; dotted curve: the func­
tion (24); dash-dotted curve: the wave function <I>(r). 

servative forces imposed on the first electron by 
the remaining part of the system. This is equiv­
alent to the Born method. Slater pointed out the 
great accuracy of this method, which allowed him 
to restrict himself to the first approximation. 
Hylleraas3 also remarks on the accuracy of the 
Slater method. 

In our problem we denote the position of the 
proton by the point a, and put the positron at 
the fixed point b. The coordinate of the positron, 
r 2 = R, will then be a constant parameter in Eq. 
(2). This leads us to the problem of two centers. 
Its solution is given by a system of wave functions 
of the hydrogen ion which depend on the distance 
r 2 = R as on a parameter. This system of func­
tions is found in a known fashion by separating 
the variables in elliptic coordinates: 

(3) 

The functions can be written in the form 

We shall seek the solution of the equation in the 
form of an expansion in terms of the normalized 
eigenfunctions of the problem of two centers, 
Fnzm (r2; r1, r2): 

~ = <1>0 (r2) F00a(r2; r11 r 12) + <l>1 (r2) Ftoa(r2; r1, r2) + · · · · 
We note that the expansion includes only func­

tions Fnzu with the index u, which corresponds 
to the vanishing of the projection of the angular 
momentum on the proton-positron axis. In the 
present paper we restrict ourselves to the first 
term in the expansion only. As we are using the 
variational principle, the corrections to the wave 
function can only lower the energy level. Accord­
ing to Slater and Born, <I> 0 must be the first ap­
proximation to the positron wave function. ·How­
ever, this function is somewhat more complicated 
than in the aforementioned papers. 

2. THE LAGRANGE FUNCTION AND THE WAVE 
FUNCTION 

We introduce the variables 

(5) 

Fixing the positron coordinate r, we obtain the 
elliptic coordinates (3) of the electron: ~ 0 = Ur, 
17o = 11/ r. Let F ( r; ~, 11) be the wave function 
(4) of the ground state of the electron in the field 
of the positive charges fixed at the distance r. 
For the trial function we take 

~ (r, ~. YJ) = <I> (r) F (r; ~. 'YJ), (6) 

in analogy to Slater's solution of the problem of the 
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helium atom. 4 Following Slater, we must regard 
F (r; ~. 11) as a wave function in the variables ~ 0 
and 170, normalized to unity. The normalization 
factor A ( r) is a function of the parameter r: 

F (r; e. "'/) =A (r) f (r; e. "'/)· (7) 

Knowing the volume element and the normalization 
condition in elliptic coordinates, we can write this 
condition also in the coordinates (5): 

+ir d~ r d"''(e2-"'12)P(r; e."'/)= 1. (8) 
r -r 

Substituting in this formula the expression (7) for 
F, we obtain the following relation: 

iA2 (r)J(r) = 1, 

J (r) = + ~ \ f2 (r; ~. "'') (e2- "'12) ded'tj. (9) 

The quantity J ( r ) can be used to simplify the later 
calculations. According to Slater, the function <I> ( r ) 
is the wave function for the motion of a particle in 
some spherically symmetric potential well, nor­
malized to unity. However, the simple method for 
finding this function which Slater employed in the 

· helium problem cannot be applied in the present 
case. 

We solve the problem in the following fashion. 
The wave function (6) and the lowest energy level 
E are determined by the minimum condition for 
the functional 

Here L is the Lagrange function for the proton­
electron-positron system in the coordinates (5). 
It is known that the integral (10) is equal to the 
energy of the system if if! is the solution of Eq. 
(2), normalized to unity. We find the volume ele­
ment dr and the normalization condition in terms 
of the coordinates (5) from the analogous formu­
las in terms of the coordinates r 1, r 2, and r12:3 

co oo +r 
~~~ r)i2d't=1t2 ~ rdr ~ de ~ d"fj (e2- "f/2) r)i2 = 1. (11) 

o -r 

With condition (8), this leads to the following 
normalization for the function <I> ( r ) : 

00 

4:t \ <P 2r2dr =I. 
u 

For the determination of the Lagrange function it 
is convenient to use the analogous function for the 
helium atom, derived by Hylleraas3 in terms of 
the coordinates r 1, r 2, and r 12, but to define 
the potential according to formula (1). We note 

that the transformation (5) is reminiscent of the 
transformation used by Hylleraas in the paper 
just mentioned. Making use of this analogy, we 
find the Lagrange function for the proton -electron­
positron system in terms of the coordinates (5): 

Ld = 2 2 f [5!:;2-"l2-4r2 (a<jl )2 
" 1t e r lao 2 at; 

1:;2-5"l2+ 4r2 (a<jl )2 _1_ !:;2-"l2 (~)2 + 2 a"J T 2 ar 

_ (~2 _"'12) O<Ji a<jl + r2-/:;"l (~ + "'/) a<jl (~ _ a<jl )'] 
a"J a; r ar a; a"J 

+ (;2 ~"l2 -4;)42 }drdEd"''• (12) 

In the following we shall use atomic units (the 
energy unit in this system is twice the energy of 
the hydrogen atom, i.e., 2 Ry). In going over to 
this system we must set a0 = 1 and e = 1 in the 
Lagrangian (12). 

We must now write down the explicit expression 
for the wave function of the ground state of the hy­
drogen ion (4): n = 0, l = 0, and m =a. At this 
point we note the following peculiarity. The sys­
tern of functions (4) was obtained by separating 
the variables in elliptic coordinates (3). For each 
value of the distance R between the positive 
charges we separately determine a set of eigen­
values and eigenfunctions. The function F, there­
fore, depends on R as on a parameter, but there 
is no analytic expression for this dependence. As 
for the analytic dependence on ~ 0 and 7]0, it is 
natural to refer to that form of the wave function 
(4) which was found by the variational method. 
Teller6 has used the variational principle to cal­
culate those functions Xn ( R, ~ 0 ) of the system 
(4) which have no nodes. He found the following 
approximate expression for the ground state: 

(13) 

where 'Yn is the eigenvalue in the equation for the 
function Xn(R, ~ 0 ). The magnitude of this eigen­
value depends, first, on its number, but it is also 
a function of the distance R. Teller has given a 
table of the first few eigenvalues as a function of 
R. Guillemin and Zener7 also determined the 
ground state wave function from the system (4) 
with great accuracy. Their choice was based on 
the following considerations. 

It is known that, if the distance between the 
centers a and b is increased to infinity, then 
the elliptic coordinates (3) go over into parabolic 
coordinates with respect to that center which is 
at a finite distance from the electron. If, on the 
other hand, the charges a and b are brought 
together in the point 0, the equations for Xn 
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and Yzm go over into the equations of the La­
guerre polynomials for the radial function of 
the helium atom and into the equations of the 
spherical functions, respectively. For large 
distances R between the centers a and b the 
wave functions (4) themselves go over into a sym­
metric combination of the wave functions of the 
hydrogen atom at the points a and b. If the 
charges are brought together at one point, these 
functions go over into the wave function of the 
helium atom: 

'" 2Jf2-l -2r, t:R-+-o = rre ' 

Guillemin and Zener therefore require that the 
wave function, firstly, satisfy the boundary condi­
tions (14), and, secondly, that it can be expressed 
in the form of the product X ( ~ 0 ) Y ( 1Jo ) • This 
function then has the form 

':P'(R; ~o• 'YJo) = Ce-aR.~/2 (e-~R~,!Lf- e+~Rr,,/2). (15) 

The normalization factor C (R) and the quantities 
a ( R) and {3 ( R ) are continuous functions of the 
parameter R. In virtue of the foregoing properties 
of the elliptic coordinates (3), the function (15) sat­
isfies the boundary conditions (14) if a (R), {3 (R), 
and C (R) satisfy the boundary conditions 

~ (0) = 2, 

oc(oo)=l, 

~ (0) finite, 

~(oo)=l, 

c (0) = 2l Jf27t; 

C (oo) = 11V27t. (16) 

Guillemin and Zener find a ( R) and {3 ( R) from 
the minimum conditions for the functional. They 
also give a table of these quantities for several 
values of R together with a derivation of the gen­
eral formula. Teller's6 tables for the function 
y ( R ) in formula (13) correspond to the quantity 
2h = Ra. 

We therefore seek the wave function in the form 
(6). Here F is the ground state function for the 
problem of two centers, the parameter R becom­
ing the independent variable r. In the coordinates 
(5) this function is written, according to (7) and 
(15), 

(17) 

a ( R) and {3 ( R) are continuous functions deter­
mined from the tables of references 6 ·and 7 and 
the boundary conditions (16). The normalization 
factor A ( r ) has, according to (16), the following 
values at the ends of the half axis 0 =s r < oo : 

(16a) 

Integrating over ~ and 1J in (9), we can write the 
function J ( r) in the explicit form 

J (r) = 2e-ar {_C- + .!.._ (,r + .!.._) (! + sinh ~r) 
a. 3 a. a., , ~r 

1 ( " sinh ~r )} + i32 cosh pr - --~,- . (18) 

Using the boundary conditions (16) for a and {3, 

we can show that 

(18a) 

Substitution of the numerical values of references 7 
and 6 shows that J is a monotonically increasing 
function of r. The normalization conditions (8) and 
(9) at the points r = 0 and r-oo are automat­
ically fulfilled by virtue of Eqs. (16a) and (18a). 
At intermediate points the factor A(r) is deter­
mined by the first of the formulas (9) and formula 
(18). 

3. SOLUTION OF THE PROBLEM 

In solving the problem by the variational method 
we substitute the Lagrangian (12) in the integral (10) 
and integrate over the volume in the manner indi­
cated in formula (11). The trial function (6) is con­
veniently written in the form 

cp = <DF = cp (r)f (r; 1;, 'YJ), cp (r) = <D (r) A (r). (19) 

The function cp ( r) is unknown. The integration 
over the variables ~ and 1J does not cause any 
basic difficulties but is very cumbersome. With 
the help of the function J ( r) the calculations can 
be somewhat simplified. Using Eq. (18), we can 
write the result in the form 

00 

7t2 ~ cp2Jr2dr =I. 
0 

(20) 

Here x ( r ) is a function of r, both explicitly and 
implicitly through a ( r ) and {3 ( r ) . After some 
simple calculations, using (9) and (19), we can re­
place the function cp (r) in the integral (20) by 
the normalized function .P ( r). Then formulas 
(20) take the form 

r { 1 (d<D)2 [X (r) J~] 2} 2 
E = 4;r .l 2 \dr + TT- 8J2 <D r dr' 

00 

47t ~ <D 2r2dr = I. 
0 

Here Jr is a total derivative: 

J, = dJ I dr = i}J I 8r + oc,8J I 8oc + ~,aJ I a~. 

(21) 

Equations (21) define the isoperimetric prob­
lem of variational calculus, which can be reduced 
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to the problem of the absolute minimum of the 
functional 

00 

S' = 4rr ~ L' r 2 dr, 
0 

(21a;) 

where we take L* = L + i\<P2 for the new Lagrang­
ian. It is known from quantum mechanics that the 
factor i\ in the Lagrangian in this case determines 
the energy of the system: i\ = -E. The Euler 
equation for the functional S* gives 

..!__!!_ (,2 dill) -2 [(u.cl- J~) + ~-] <D2 = 0. 
~ dr\ dr ~ 8fl 

This is the equation of motion of a particle in a 
spherically symmetric potential field, 

1 1 d 1 2d!ll) -c---lr- -(U(r)-E)fD=O 
2 r• dr \ dr 

with the potential energy (in atomic units) 

U (r) = X I r J- J~ I 8J2, 

given by the explicit formula 

1 5 s• 1 (a a a )• u (r) = r + 8 + 8rJ ar + rt., aa. + ~r ~ ('rJ) 

_ J~ + e_,., {(r + ..!__) (~-5~ 2 _ 4)( sinh r~ + 1 ') 
8J J a. a. 4 4a. , r~ 1 

(22) 

(23) 

-~2 (5t + 47; + 4~.)+(~coshr~+ ~ sinhr~+rt.r+ 1)} 
+ ~ ( 1 + !_) _ ~ e-a.r ('!__ + _!_ + _!_ 'J (·.sinh r~ + 1) 

2 a.r 2 Ja. a. a.2 ra. 9 r~ , 

+ ~ e-a.r {lr + _!_)[~(cosh r~ - sinh'~)- r~• -~-
2~ Ja. \ a. a.r r~ 3a.. 

+~(cosh rP. _ sinh'~)_ sinhr~} (23a) 
r~ 2 r r~ ~ • 

For r - 0 the potential increases according 
to the Coulomb law: 

U,_.0 ~ 0,63 I r. 

As the proton and the positron come close to each 
other there should be a repulsion given by the po­
tential ( 1/r ). Hence we have here a screening 
effect. The behavior of the potential at infinity is 
determined by the boundary conditions (16) and 
(18a): 

lim u,_, 00 =- +. at. units. 

The first (Coulomb) term in formula (23a) can­
cels out, and the potential decreases exponentially 
as r • exp (- 0.49 r ), The intermediate points 
were calculated with the help of the tables of ref­
erences 7 and 6. The resulting curve is shown in 

the figure (solid curve). It has the same behavior 
for r - 0 and r - oo as the potential for the ion­
ized hydrogen molecule. Its minimum ( 0.375 at. 
un.) lies at rm = 2.5. The limit at infinity of 
this quantity is the energy of the positronium atom 
(- 1/ 4 ). Thus the "free energy" amounts to only 
0.125 at. un. of the total depth of the potential well 
(0.375 at. un. ), while the remaining 0.25 at. un. 
represent the "bound" (internal) energy of posi­
tronium. The quantity U ( r) and the potential of 
the hydrogen ion are therefore comparable with 
each other: the minimum of U (r) is somewhat 
lower and is located further away from the proton 
than is the case for the hydrogen atom. 

The potential (23), therefore, has the same 
properties as the potential of the molecular forces 
binding the atomic nuclei in a homeopolar mole­
cule. Hence the forces binding the positron have 
a quantum nature. They arise from the fact that 
the electron may be observed near the proton as 
well as near the positron, i.e., it belongs to both 
these particles simultaneously. This circumstance 
is incorporated in the choice of the form of the 
trial function (5). It was proposed by Ferrell8 that 
the forces coupling the positron to the molecules 
of the medium have a potential of the same form 
as the U ( r) shown in the figure. In the calcula­
tion of the potential of the hydrogen molecule 
Hyllera.as9 assumed 50% screening of the nuclei, 
since a screening of this magnitude leads to good 
agreement with experiment. In our case the 
screening is also close to 50%. 

We now compute the ground energy level in 
Eq. (22). We use the following approximate for­
mula for the potential (23): 

U = U0 + Uq = 0.13 [exp (- 0.96x)- 2exp (- 0.48x)] 

+ (2rt1 exp (- 2r) (24) 

(in atomic units), where x = r- 2.5. This poten­
tial has the level - 1/ 4 as zero point. Accordingly 
we introduce E = E + Y4 instead of the energy E. 
The dotted curve representing the potential (24) 
in the figure runs very close to the curve repre­
senting the potential (23). The main term in for­
mula (24), u0, is the well-known Morse potential. 10 

The other term in (24) vanishes everywhere ex­
cept near the origin of the coordinate system. We 
can obtain an exact solution of Eq. (22) by taking 
U 0 instead of U. For this purpose we make use 
of the method given in the book of Schiff. 11 After 
the substitution iP (r) = v (r )/r Eq. (22) goes over 
into 

v"(r) = (U0 -s0)v(r) = 0 
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According to Schiff we must find a solution v ( r) 
which is zero at r = 0 and r = oo. We solve the 
abovementioned equation by the method outlined 
in the book of Landau and Lifshitz. 10 After the 
substitution 

z = (2VO.IJ/0.48) e-0' 43 x, s = Jl -~>0 /0.48, 
n = V0.13 I 0.48- (s + 1/ 2), v (z) = e-z/2 zsw {z), 

we obtain the hypergeometric equation 

zw" + (2s + 1 - z) w' + nw = 0. 

The characteristic equations for its roots are 
Pt = 0 and p2 = - 2s. Since z - 0 for x - oo , 

the only solution is the first hypergeometric func­
tion w(z)= 1F 1 (-n,2s+1,z). Theenergy Eo 
is determined by the second boundary condition 

~>o = -0.035. 

We now turn to the potential (23), which is 
counted from the level - 0.5. Equation (22) has 
the following form near the origin: 

V~<D-(1.25/r-c:)<D = 0. 

(25) 

Its characteristic roots are p1 = 0 and p 2 = - 1. 
The first solution therefore does not vanish at the 
origin. The second solution has there either a 
pole or a logarithmic divergence and must be dis­
carded. Since the wave function of the ground 
state has no nodes, we may conclude, after inte­
grating this equation once, that the derivative 
<I>' ( r) is positive for small r. Assuming that 
the potential (23) has for large r the form 
- k exp (- ar ), we transform Eq. (22) to 
Bessel's equation by the substitution y = 
exp (- ar/2 ). This problem was proposed in 
the book of Schiff. 11 Its solution is 

<D (r) = lv (by) I r = ~e-va.r/2 (B0 + B1e-arf2 + ... ). {26) 

The wave function has the form shown in the figure. 
We shall solve Eq. (22) by the variational 

method: 

00 00 

c: = + ~ (d<D 1 dr)2 r2 dr + ~ U (r) r2 dr, 
0 0 

00 

~ <D2r2dr = I, (27) 
0 

where U = U0 + Uq is the potential (24). Substi­
tuting the function 

<1>1 (r) = e-o,2ar ( 1 + 0, I 2 re-o.Ir) 14.82 (28) 

in the integral (27), we find the energy value 

Et = 1>0; + Eqi =- 0.028 + 0,004 =- 0.024. 

Here Eqi is the "Coulomb" part of the energy 
arising from the integral over Uq. The solution 

of Eq. (22) must have the asymptotic behavior (26). 
The value of Ei is therefore higher than the actual 
level. From the minimizing sequence of functions 
<I>i we can find the sequence of energies Ei. The 
calculations show that the absolute value of Eqi 
decreases as the absolute value of the energy Ei 
increases with the number i. We can therefore 
assume that the energy Ei = Eoi + Eqi approaches 
the limit E0, corresponding to the solution of 
Eq. (27) with the potential U0, plus a correction 
Eq which does not exceed 0.004. The sequence 
of Eoi• however, has an exact lower limit, namely 
the solution (25). We can therefore regard 

c: =- 0.032 at. units 

as the solution of Eq. (22). 

4. DISCUSSION 

By this method the solution of the variational 
problem (10) with the boundary conditions (14) to 
(16) gives in first approximation the value E = 
-0.282 at. un. for the energy of the system. The 
ionization energy is equal to 0.032, i.e., about one 
third of that of the hydrogen ion. The system can 
only disintegrate into a proton and a positronium 
atom. Since we have used the variational method, 
the ionization energy found is lower than the actual 
one. With an appropriate choice of the functions 
a ( r) and {3 ( r) (with the same boundary condi­
tions ) the potential well (23) can be made deeper. 
From a theoretical point of view this corresponds 
to solving the following variational problem: find 
those functions a and {3, satisfying the boundary 
conditions (14) to (16), which lead to a minimum of 
the functional (21a). This variation leaves the 
limit (-%) unchanged, since the latter depends 
only on the boundary conditions (14) to (16). 

In comparing these results with those of other 
authors, we should recall that Simons12 has made 
calculations for the "positronium chloride" mole­
cule. He used the electrostatic field due to the 
negative chlorine ion .• This field has been calcu­
lated by Hartree by the method of the self-con­
sistent field in order to determine the energy of, 
for example, a sodium ion located in it. Simons 
developed a method to solve the problem of the 
motion of a positron in the field of the chlorine 
ion and found that the potential well of this ion 
is sufficiently deep to bind the positron. He ob­
tained a heteropolar molecule analogous to sodium 
chloride. 

By the method given in the present paper we 
can compute the forces of attraction between a 
positron (or positronium) and neutral atoms. 
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The method can also be applied to the helium 
atom. The calculations would probably confirm 
the assertion of Ferrell8•13 that two counter-acting 
forces act between the positronium and the helium 
atom: the attractive Van-der-Waals forces and the 
repulsive forces arising from the fact that the two 
electrons of the helium atom form a closed shell. 
These repulsive forces should be the main reason 
for the formation of the long-lived component in 
liquid helium, but the Van-der-Waals forces work 
against this effect. The solution of an equation 
analogous to equation (2) for the helium -positro­
nium system would lead to results which could be 
compared with presently available experimental 
data on positronium in liquid helium.14 In another 
article, 15 published recently, Ferrell casts some 
doubt on the existing belief that the quenching of 
positronium atoms in gases by adding NO is 
caused by the exchange of electrons with opposite 
spins. He assumes that the annihilation is caused 
by the exchange interaction between the electron 
of the positronium and the valence electrons of 
the molecule. After an analysis of the experi­
mental work on the quenching of positronium by 
DPH (diphenyl picryl hydrazyl) in benzene, 
Ferrell asserts the following: the annihilation of 
positronium is due to the capture of the whole 
positronium atom by the DPH molecule under 
the action of the covalent coupling between the 
electron of the positronium and the valence elec­
trons of DPH. Further calculations based on the 
methods presented in the present paper could, 
perhaps, help in the resolution of the abovemen­
tioned questions. 

In conclusion the author expresses his deep 
gratitude to his adviser, Prof. A. A. Sokolov. 

1 E. A. Hylleraas, Z. Physik 48, 469 (1928). 
2 G. Breit, Phys. Rev. 35, 569 (1930). 
3 E. A. Hylleraas, Z. Physik 54, 347 (1929). 
4 J. C. Slater, Proc. Nat. Acad. Sci. Amer. 13, 

423 (1927). 
5 M. Born and J. R. Oppenheimer, Ann. Physik 

84, 457 (1927). 
6 E. Teller, Z. Physik 61, 458 (1930). 
7 v. Guillemin and C. Zener, Proc. Nat. Acad. 

Sci. Amer. 15, 314 (1929). 
8 R. A. Ferrell, Revs. Modern Phys. 28, 308 

(1956). 
9 E. A. Hylleraas, Z. Physik 71, 739 (1931). 

10 L. D. Landau and E. M. Lifshitz, KsaHTosa.H 

MexaHI1Ka (Quantum Mechanics ) , Gostekhizdat 
(1948); Engl. Transl. Addison-Wesley, Reading, 
Mass. (1958). 

11 L. Schiff, Quantum Mechanics, McGraw-Hill 
Book Co., N. Y. (1955). 

12 L. Simons, Finska Vetenskaps Societeten, 
Suomen Tiedeseura (Societas Scientiarium Fennica, 
Comm. Phys.-Math., Helsingfors) 14, 2 (1950). 

13R. A. Ferrell, Phys. Rev. 108, 167 (1957). 
14 D. A. L. Paul and R. L. Graham, Phys. Rev. 

106, 16 (1957). J. Wackerle and R. Stump, Phys. 
Rev. 106, 18 (1957); 

15R. A. Ferrell, Phys. Rev. 110, 1355 (1958). 

Translated by R. Lipperheide 
83 



1326 

Vacuum Tubes (see Methods and Instruments) 
Viscosity (see Liquids) 
Wave Mechanics (see Quantum Mechanics) 
Work Function (see Electrical Properties) 
X-rays 

Anomalous Heat Capacity and Nuclear Resonance in 
Crystalline Hydrogen in Connection with New Data 

ERRATA TO VOLUME 9 

On page 868, column 1, item (e) should read: 

on Its Structure. S. S. Dukhin- 1054L. 
Diffraction of X-rays by Polycrystalline Samples of 

Hydrogen Isotopes. V. S. Kogan, B. G. Lazarev, and 
R. F. Bulatova - 485. 

Investigation of X-ray Spectra of Superconducting CuS. 
I. B. Borovski1 and I. A. Ovsyannikova - 1033L. 

Optical Anisotropy of Atomic Nuclei. A. M. Baldin - 142. 

(e). Ferromagnetic weak solid solutions. By way of an example, we consider the system Fe-Me with 
A2 lattice, where Me = Ti, V, Cr, Mn, Co, and Ni. For these the variation of the moment m with con­
centration c is 

'dmjdc = (Nd)Me :t= 0.642 {8 (2.478- RMel +6J2.861- RMe J :t= [ 8 (2.478- Rpe) + 6 (2.861- RFe)]'• 
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and the square brackets are considered only for ferromagnetic Me. We then have dm/dc = -3 (-3.3) for 
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