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Some general problems relating to the decay theory of a quasi-stationary state are considered. 
Dispersion relations are derived on the basis of the semi-finiteness of the energy distribution 
density w (E). A criterion of physical feasibility in decay theory is formulated and studied on 
the basis of the Paily and Wiener theorem. It is shown that an exponential decay law cannot 
hold for all rt,lti. Corrections to the exponential decay law are computed under the simplest 
assumptions. Dispersion relations between the modulus and the phase of the functiOft p ( t) 
are derived and investigated. On the basis of a knowledge of the decay law, these allow us to 
determine the energy distribution density w (E) analytically. The results obtained are de­
rived from the general laws of quantum mechanics and do not depend on the model of the decay­
ing system. 

b the present work we consider several problems of decay theory, in particular, the decay of a quasi­
stationary (almost stationary) state.* As is well known, the theory of the decay of a quasi-stationary 
state has great significance in the investigation of a-decay, in the transmission of particles through a 
potential barrier, in the theory of the nucleus, in the determination of the distribution of energy levels, 
etc.1•2 The basic theorem of decay theory of a quasi-stationary state was obtained by Fock and Krylov in 

*A brief account of results that have been obtained is given in Ref. 5. 
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the study of the uncertainty relation for energy and time} A theoretical proof of the observed exponential 
decay law was obtained in that paper, and the well-known dispersion formulas for the energy distribution 
of the decaying system were derived. 

The present work is a further study of the decay theory of the quasi-stationary state. The study is 
based on the theory of the Fourier transform in the complex plane, 3 which has already been used in the 
study of dispersion relations.4 

The fundamental assumptions of decay theory of the quasi-stationary state, and the results obtained in 
the work of Krylov and Fock, 1 are treated briefly in the first section. In the second section, the general 
dispersion relations in decay theory are obtained. In the third section, a criterion of physical feasibility 
in decay theory is formulated and investigated. Several fundamental questions are also considered in con­
nection with this fact. Finally, the definitive "dispersion" relations and their detailed investigation are 
treated in the fourth section. 

1. BASIC PREMISES OF THE DECAY TH1~0RY OF A QUASI-STATIONARY STATE 

Let 1/Jo = 1/J (x, 0) be a wave function describing the state of a physical system at the time t = 0. Then 
the state of this system at the time t is determined by the wave function 1/J (x, t )* 

1)1 (x, t) = ~ e-iEt/l;c (E) IJIE (x) dE, ( 1.1) 

with 

1)10 = 1)1 (x, 0) = ~c(E)IjJ!'(x)dE, ( 1.2) 

while 1/JE (x) are the eigenfunctions of the energy operator of the physical system. 
Investigation of the behavior of the function 1/J (x, t) in its dependence on the variable t, which is the 

most general problem pertaining to the time development of the system, can be carried out by starting 
from certain general principles and restrictions applied to the coefficients c (E) and the eigenfunctions 
1/JE (x). 

One of the basic problems which arises in the study of the development of a system according to the 
Schrodinger equation consists in the consideration of the decay of the initial state. But this problem 
amounts precisely to the determination of the probability that the system at the time t will still be in the 
initial state 1/Jo = 1/J (x, 0 ). The desired probability is then the projection of the state vector ljJ (x, t) on 
the initial state vector ¢0 (x, 0 ), and is consequently equal to the square of the modulus of the scalar 
product 

p (t) = (tp (x, t), y (x, 0)) = ~ y (x, 0) y (x, t)dx, 

so that the probability that the physical system at the time t will still be in the initial state ¢0 is 

L (t) = !p(t) i2 , 

where in turn, on the basis of ( 1.1) and ( 1.2 ), 

p (t) = ~e-iEt/n c• (E) c (E) dE = ~ e.-iLt!1iw (E) dE, 

( 1.3) 

( 1.4) 

( 1.5) 

while w (E) is the energy distribution density for the Initial state 1/Jo (and consequently also for the state 
at the time t ). 

The basic theorem of the decay theory (pointed out above), giving the connection between the decay law 
of the quasi-stationary state and the energy distribution density in this state, was obtained in Ref. 1. 

Inasmuch as the condition for the decay of the initial state 1/Jo is evidently the condition 

L (t) _,.. 0 for t ·--HX'I, ( 1.6) 

*We shall keep the same notation as used in the paper of Kyrlov and Fock.1 In particular, the set of 
variables in terms of which ( exluding the time t) the wave function of the system is expressed, is denoted 
by the letter x. 
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then it follows from ( 1.5) (because of the Fourier theorem and the theorem on characteristic functions) 
that the necessary and sufficient condition for the decay is the absolute integrability ofthe energy distribution 
density w (E ).1 In particular, it follows from this that if we have a discrete spectrum, then the decay is 
possible only if all the probabilities pertaining to a discrete spectrum vanish in the initial state; conse­
quently, the w (Ei) also vanish. This principal limitation is of advantage to us in what follows. 

We note that the determination of the decay probability as the projection of the state vector l/J (x, t) 
on the initial state vector 1/Jo is most natural and general. It is clear that in the determination of the 
decay it is necessary to point out the state the decay of which is studied, which leads to a natural deter­
mination of the initial instant of time t = 0. 

We can arbitrarily define the decay probability as the square of the modulus of the wave function l/J (x, t) 
for a certain fixed value of x. As will be shown, the results obtained in the present research are also ap­
plicable for such an "arbitrary" determination of the decay probability. 

It was shown in Ref. 1 that relative to the energy distribution density w (E) of the decaying state, we 
can frequently exhibit more than merely the property of absolute integrability. In particular, in the prob­
lem of the emission of a particle from a potential well through a potential energy barrier (a-decay) the 
energy distribution density w ( E ) is a meromorphic function of the complex variable E. 

Then, taking into account only the pair of poles close to the real axis, 

E=E0 ±if; E0 >0; f>O, ( 1. 7) 

we can, for sufficiently large times t, obtain the following formula: 1 

{ iEot r } p (t) = exp - T-TIt I , ( 1.8) 

and then 

( 1.9) 

which expresses the usual, well-known exponential law of decay of the quasi-stationary state. In this case, 
w (E) is evidently determined by the expression 

w (E) = _!_ fj ((E- Eo)2 + rz), 
7t 

( 1.10) 

i.e., a widely-used dispersion formula for the energy distribution of the quasi-stationary state is obtained 
for w (E). In what follows, we shall consider some fine points in the derivation of Eq. ( 1.8 ). 

Concluding this section, we note that the fundamental theory of Fock and Krylov [ Eqs. ( 1.4) and ( 1.5)] 
has very general meaning and is based only on the fundamental definitions and concepts of the quantum 
theory; at the same time, it is completely independent of the concrete form of the Hamiltonian operator. 
i.e., of the concrete properties of the decaying system. 

2. GENERAL "DISPERSION" RELATIONS IN DECAY THEORY 

For the following investigation it is necessary to make several basic formulas of the previous section 
more specific. That is, we must consider (taking into account the note in the previous section) that all 
the integrals in E are taken in the region of a continuous positive energy spectrum E E: ( 0, oo). Then 
the basic formula ( 1.5 ) takes the form 

00 

p (t) = ~ e-iEt!7;_ w (E) dE, ( 2.1) 

where the function w (E) that we have introduced is "semi-finite:" 

w(E) = fw(E) E>O 
\ 0 E<;,O. 

( 2.2) 

From (2.1), we get 
00 

w(E) =z~li ~ eiEI/'hp(t)dt, (2.3) 
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so that the knowledge of the complex function p (t) allows us to find analytically the energy distribution 
density w (E) in accordance with (2.3 ), and therefore to find the spectrum of the Hamiltonian operator 
of the decaying system. 

Restriction of (2.2) to the admissible distribution density w (E) adds definite restrictions to the func­
tion p (t) and consequently to the function L (t ). which has the direct physical meaning of a decay prob­
ability. 

Actually, transforming to the complex t = t1 + it2 in 

00 

P1 (t) = p (- t) = ~ eiEII1L w (E) dE (2.4) 
-oo 

we get 

00 

pr(t) = ~ eiEI,Jti e-Et,/tt w (E) dE, (2.5) 
-oo 

and it is easy to see that ( 2.5) defines p1 (t) as an analytical function in the upper half plane Im t = t2 
> 0 (Ref. 6 ), which is the direct consequence of the "semi-finiteness" of w (E) [Eq. (2.2 )] . The ana­
lytic character of p1 (t) in the upper half plane imposes substantial limitations on the form of the func­
tion p1 (t) in the case of real t, since, on the basis of the Cauchy formula, we evidently obtain* 

00 

i~ P ~ ~,'~~dt' = pr(t) + ~t;~t Respdti), 
- -oo t 

(2.6) 

where p1 (t) is an analytic function in the upper half plane Im t > 0, ti are simple poles of the function 
p1 (t) on the real axis, Res p1 (ti) are the residues at these poles; the symbol P denotes the integral in 
the sense of the principal value. 

Separating the real and imaginary parts in (2.6 ), and assuming that p1 (t) does not have any poles on 
the real axis (a natural physical assumption), we obtain the so-called dispersion relations: 

00 

R (t) _ ..!._ P \ Im p1 (1') dt' 
e PI - lt j t' - t ' 

-oo 

00 

Im pr(t) = - ~ P \ R~~~(:') dt'. 
~ 

-co 

(2.7) 

We shall now transform these dispersion relations. By virtue of the real nature of w (E) we obtain, 
obviously, 

p~ (t) = p1 ( -1); p (t) = p* ( -- t). (2.8) 

From (2.7) and (2.8) we can, after a number of transformations, obtain the following dispersion rela­
tions: 

00 

ReP (t) = ___ ~ P ( t' lm p (I')- t lm p (t) dt' 
';;' J t':1.- t'!. ' 

0 

co 

I (t) = .'!:!_ p \ Rep (t')- Rep (t) dt' 
m P lt ~ t'" - r" • 

0 

( 2.9) 

Thus, the fact that the energy distribution density w (E) is "semi-finite" leads to the result that the 
real and imaginary functions of p (t) are interconnected by integral dispersion relations, so that it is 
impossible to assign Re p (t) and Imp (t) separately and arbitrarily. The dispersion relations make 
it possible to calculate Imp (t) from a knowledge of Rep (t) alone and vice versa. Inasmuch as, on the 
basis of (2.3 ), knowledge of p (t) completely determines w (E), we can select the value of the disper­
sion relations (2.9) by the following statement: all the information concerning the energy distribution den­
sity w (E) is contained either in the real or in the imaginary part of the function p (t ). 

From the mathematical point of view, the dispersion relations ( 2.9) form a system of explicitly solved 
integral equations in Re p ( t) and Im p ( t). 

The dispersion relations introduced above, as was shown, are the consequence of the "semi-finiteness" 

*In the derivation it is essentially assumed that p1 (t) falls off sufficiently rapidly as It 1- 00 • 
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in the sense of (2.2), i.e., when the limit of "semi-finiteness" below is zero. In the problem of the emis­
sion of a particle from a potential well through a potential barrier, it is obvious that the limit of the 
"semi-finiteness" is zero. 

Now let us consider the consequence of the general condition of semi-finiteness: 

(2.10) 

It is easy to see that in this more general case we can introduce the corresponding "dispersion" rela­
tions. 

Actually, carrying out a change of variable, we obtain 

()0 

Pl (t) = eiE,t/fi ~ eiE'tlfic;)l (E') dE'= elE,t/fih (t; £1), (2.11) 
-co 

where w1 (E') is already "semi-finite" in the sense of ( 2.2 ). But then, according to what was pointed out 
above, the "dispersion" relations (2.7) are valid for the analytic function cp1 (t; E1). 

On the basis of (2.7), (2.9 ), and (2.11 ), we then get the following "dispersion" relations: 

Rep (t) cos E~ t-Im p (t) sin£~ t 

00 

=- ~ P ~ {t' Rep (t') sin £~ t' + t'Im p (t') cos ;,1 t'.- t Rep (t) sin£; t- tIm p (t) cos E; t} t'2~ t', 
0 

Rep (t) sin ; 1 t + Imp (t) cos ~ t 

co 

= ~ P ~ {Rep (t') cos ~ t'- Imp (t') sin ~ t'- Rep (t) cos ~1 t + Imp (t) sin ~ t} t,2d_!__'12 , (2.12) 
0 

which represent explicitly unsolved integral equations relative to Re p (t) and Im p ( t). It is obvious 
that in the particular case in which E1 = 0, the relations (2.12) transform to (2.9 ). 

It is also easy to see that a condition of semi-finiteness of the type 

(2.13) 

leads to the following "dispersion" relations: 

Rep(t)cos ~ t-lmp(t)sin ~ t 

00 

=! P ~ {t' Imp (t') cos ~2 t' + t' Rep (t') sin ~2 t' -tIm p (t) cos{!. t- t Rep (t) sin i 2 t} 1 , 2d~ 12 • 

0 

Imp (t) cos-~:!._ t + Rep (t) sin-;; t 

00 

=- ~p ~{Rep (t')cosk-t'- Imp(t') sin ;; t'- Rep(t)cos{!.t + Imp(t) sin-;..!.t} 1 , 2d~ 12 • (2.14) 
0 

It is now easy to introduce the dispersion relations for the modulus (which has direct physical mean­
ing) and phase of the function p ( t). Actually, taking it into account that 

p (t) = M (t) exp [iN (t)], Rep (t) = M (t) cos N (t); Imp (t) = M (t) sin N (t), ( 2.15) 

it is not difficult to obtain "dispersion" relations ..on the basis of (2.9), (2.12), and (2.14) that connect 
M (t) and N (t ). For example, from ( 2.9) we obtain the relation 
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co 

M (t) cos N (t) = _ ~ p ~ t'M (t') sin N ~~;~:2M (I) sin N (t) dt', 
0 

co 

M (t) sin N (t) = ~ p ~ M (t') cos N ~;~=~ (t) cos N (f) dt', 
(2.16) 

0 

which are explicitly unsolved integral equations relative to M (t) and N (t ). 
Equations (2.16) permit us, generally speaking, to determine N (t) as a solution of an integral equa­

tion, knowing M (t') for all t' (i.e., knowing the behavior of the decay probability), and in the same way 
to determine w (E) analytically on the basis of (2.3 ). It is true that the solution of the integral equations 
for N (t) or M (t) is not generally unique. A detailed study and criticism of the "dispersion" relations 
is given in Sec. 4 of the present work. 

To conclude this section, we note that the "dispersion" relations obtained above are valid even for the 
wave function 

~ (x, t) = 'Y (x, t) ei'l'(x,t), (2.17) 

so that the "dispersion" relations for I{J ( x, t) are obtained by an obvious substitution in ( 2.9 ), ( 2.12 ), 
(2.14), (2.16): 

Rep (t)- Recjl (x, t), 

M (t)--+ 'Y (x, t), 

Imp(t)-Imljl(x, t), 

N (t)- cp (x, t). 

3. CRITERION FOR PHYSICAL FEASIBILITY IN DECAY THEORY 

(2.18) 

In the previous section, dispersion relations were derived on the basis of the "semi-finiteness" of the 
energy distribution density w (E). These established the integral connection between the real and imag­
inary parts of the function p (t). and therefore between the modulus M (t) (which has direct physical 
meaning) and the phase N (t). However, as will be shown, the dispersion relations do not exhaust all the 
consequences of the condition of "semi-finiteness" of the energy distribution density w (E). 

One remaining direct consequence of the condition of semi-finiteness of w (E) is the criterion of phys­
ical feasibility in decay theory, which is analogous to the criterion of physical feasibility already used.'* 

As was shown in the previous section, the modulus M (t) and the phase N (t) of the function p (t) 
are connected by the "dispersion" relations, so that it is impossible to give separately and arbitrarily the 
modulus M (t) and phase N (t). However, since the "dispersion" relations form a single relation, then 
for its proof it is necessary to know the value of M (t) and N (t ), i.e., the entire function p (t). At the 
same time it is observed that on the basis of the condition of "semi -finiteness" of w (E), we can point 
out a criterion by which we need satisfy only the modulus M (t) of the function p (t), which has direct 
physical meaning because L ( t) = M2 ( t) is the probability that at the moment t the system is still in 
the initial state I{J0, i.e., it is the decay probability. 

The statement of the problem is this: let an arbitrary non-negative function M ( t) be given; can we 
find such a real function N (t) that the function w (E), the Fourier transform of which is 

p (t} = M (t) eiN(t), (3.1) 

would be "semi-finite" in the sense 

w(E) = {w(£) E>Eo 
0 E~Eo. (3.2) 

It is shown that arbitrary M (t) are unattainable, i.e., for certain M (t) it is impossible to select any 
real function N (t) so as to satisfy the "semi-finiteness" condition (3.2 ). The limitations on the admis­
sible function M (t) follow from the fundamental theorem of Paily-Wiener .3 

In decay theory, this theorem can be formulated in the following fashion. In order that L (t) be the 
probability of decay of a quasi-stationary state, we must satisfy the criterion 

*The criterion of physical feasibility obtained in the present section is also applicable to the study of 
I{J (x, t ), so that it is sufficient to substitute in the final results 'IJ1 (x, t) for M (t) and cp (x, t) for N (t ). 
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C [logM(I} [ dt < 00 
J 1 + 12 , 

( 3.3) 
-00 

where L ( t) = M2 ( t ) . 
The criterion (3.3 ), which the modulus M (t) of the function p (t) must necessarily satisfy, we call 

the criterion of physical feasibility5 in the decay theory of a quasi-stationary state. 
We note that while the "dispersion" relations (see Sec. 2) depend essentially on the limits of finite­

ness, the criterion of physical feasibility ( 3.3) is generally independent of the limits of finiteness (ex­
cept that the limits of finiteness Eo be finite). 

Failure to satisfy the condition ( 3.3 ), i.e., the criterion of physical feasibility, can be due to the inte­
gral ( 3.3) being improper, either on the upper (lower) limit or owing to singularities of the integrand. In 
either case, M (t ), and consequently L (t ), cannot vanish over a certain interval of the variable t. 
Therefore, it does not hold that 

L(t)=O for t?T 0• ( 3.4) 

Inasmuch as the integral ( 3.3) is absolutely convergent, if it converges at all, then the conditions for 
the convergence of (3.3) are the Cauchy conditions.1 

The criterion of physical feasibility ( 3.3) permits us to make the following remarks relative to the 
function M (t), and consequently relative to L (t) also. 

(a) As 1 t 1 - co, the convergence of the integral ( 3.3) is guaranteed by satisfaction of the inequality 

( 3.5) 

where A > 0; l > 1. 
(b) The convergence at certain points t0: M (t0 ) = 0; M (t0 ) =co is guaranteed by fulfillment of the 

following inequality: 

\logM (t) j / ( 1 + l 2) < A1 (t- t0)-1•, ( 3.6) 

where A1 > 0; 11 < 1. 
We note that if M (t) satisfies the conditions of the Paily-Wiener theorem, i.e., the criterion ( 3.3 ), 

then the function obtained by polynomial change of M (t) satisfies this same criterion. 
The inequalities ( 3.5) and (3.6) are of fundamental value in the decay theory of the quasi-stationary 

state, especially the inequality (3.5). 
Actually, the inequality (3.5) means that for It 1- co, the inequality 

L (t) ';> A exp ( -11 t n (3.7) 

(A > 0; 'Y > 0, and q < 1 ), is certainly satisfied in all cases, i.e., there can be in principle no exponen­
tial decay law for all t E: ( 0, co). It should be noted that the principal conclusion obtained above is the 
direct consequence of the "semi-finiteness" of the energy distribution density w (E) and is completely 
independent of the specific nature of the decaying system. 

The conclusion thus obtained paradoxically contradicts the well-known experimental exponential decay 
law. However, as will be shown, in spite of the fact that there can be, in principle, no exponential decay 
law for all t E: ( 0, co), the exponential decay law is satisfied with sufficient accuracy in a rather large 
middle region of the values of t. 

With this aim, let us consider in detail the derivation of Eq. ( 1.8 ), obtained in Ref. 1. In the case in 
which w (E) has only poles for E =Eo± ir, p (t) is defined by the integral 

00 

1 \" -iEI/1; f 
p(t) =-;; j e (E-Eo)"+P dE. ( 3.8) 

0 

If we consider that r « Eo and Eo » 0, then it seems natural to substitute the lower limit in (3.8) 
by -co, i.e., approximately 

00 

P (t) = ~ \" e-iEI/1; f d£ .. J (E- £ 0) 2 + P . ( 3.9) 
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0 E The integral of (3.9) is easily computed by residues and gives, as in Ref. 1, 

P (t) = e-iE,tl1ie-rrtll1i, 

i.e., the exponential decay law 

L (t) ;:::::;; e-2rtt111. 

(3.10) 

(3.11) 

However, the result ( 3 .1 0) contradicts the criterion ( 3.3 ) which is evidently 
produced by the approximation made in the computation of (3.8 ). We consider 
the more accurate calculation of this integral. 

Traversing the closed contour in the lower half pJlane Im E :s 0, shown in the picture, we obviously 
obtain, from the method of residues: 

00 

. i 1 --r:-trli r 
p (t) = exp {- tE0t j'li -- ft ltL} -- -:;t J e (Eo+ iE)• + f'2 dE. (3.12) 

0 

The first term in (3.9) gives an approximate solution of (3.10). We compute the second term in (3.9). 
We have 

( 3.13) 

In the first integral we make the substitution of variables E0 + iE - ir = .z, and in the second integral, 
E0 + iE + ir = z; we obtain from (3.13) 

where 

ico 
• dx 

f (y) = e-iy ~ e'" x- ' 
y 

y1 =(Eo- if) t lti, 

Integrating by parts in ( 3.15) and assuming that 

Y2=(Eo-t-if)tlt. 

we get 

and then, substituting in ( 3.14 ), we obtain 

( t It) V E~ + f 2 ~ 1, 

f (y) ;:::::;: i I y, 

A=!..-~. 
1t (Ei: + f2) t 

Thus, we finally get for values of t that satisfy ( :3.17) 

P (t) = exp {- iEot It- rt It}-.!:_ 2 rt 
" (E0 + f 2) t 

(3.14) 

( 3.15) 

(3.16) 

(3.17) 

( 3.18) 

( 3.19) 

( 3.20) 

The presence of the second, non-exponential term in ( 3.20) once again supports the criterion of physi­
cal feasibility ( 3.3 ), ( 3. 7 ), since it follows in every ease from ( 3.20) that for t -- 00 , I p (t) l vanishes 
more slowly than exponentially. It also follows from ( 3.20 ) that the exponential law of decay is valid only 
in the finite region of values of rt/h. 

(3.21) 

We can show that similar results are obtained if C:~ ( E ) differs from ( 1.10) by the factor .fE. For 
brevity, we omit the calculations and write down the final result. The additional non-exponential term in 
this case is proportional to C 3/2 while the condition ( 3.21) is replaced by 



DECAY THEORY OF A QUASI-STATIONARY STATE 

(rtjfi}'/,e-rt;Ji ~ (f/£0 )'12 • 

1061 

(3.22) 

It is evident from the estimates obtained that the difference between the decay laws and the exponential 
can be observed only for very large or rather small values of t. Here the presence of non-exponential 
terms naturally leads to the necessity of fixing the initial instant of time t = 0. In the following section, 
we shall touch on the experiments possible in this sense. 

The criterion of physical feasibility that has been obtained, in addition to its principal value, is impor­
tant for the investigation of "dispersion" relations in which the integrals generally extend over infinite limits 

To conclude this section, we give (without proof) another interesting consequence of the finiteness of 
w (E). If w (E) is finite in the sense 

then the function p (t) is shown to be "quantized:" 

p (t) = exp {- ~ E1 +2 E. t} ~ P ( 2n:n1i ) sin [(E2 - E1) t/21i + nn:] 
n ...... E2- E1 (E2- E1) t;21i + nn: ' 

n=-oo 

that is, the value of the decay probability L ( t) is completely determined by its values at the points 
tn = 21Tnli/(E2 - E 1 ). 

4. INVESTIGATION OF THE "DISPERSION" RELATIONS 

( 3.23) 

(3.24) 

In the second section we obtained "dispersion" relations, in particular, Eq. (2.16 ), which relate M (t) 
and N (t ), i.e., the modulus and phase of the. function p (t) by integral equations. If one were to suc­
ceed in solving these equations, then, knowing M (t) (from an experimental determination of the decay), 
we would be able to compute N (t), and in the same way we could, on the basis of (2.3 ), determine the 
energy distribution density w (E) of the decaying system, without making any assumptions as to its na­
ture, i.e., as to the Hamiltonian operator. In this case we could speak of the following inverse problem: 
knowing the decay law L (t ), to determine analytically the energy distribution density w (E) of the de­
caying system. 

With the aim of solving this inverse problem, let us study the dispersion relations (2.16). We consider 
the following function: 

g (t) =logp1 (t) = logM (t)- iN (t). ( 4.1) 

According to what was pointed out earlier, p 1 (t) is analytic in the upper half plane Im t > 0, and 
consequently it can have only isolated poles in the upper half plane. 

Assuming that all the poles of the function p 1 (t) lie in a semicircle of finite radius, on the basis of 
the theorem on the number of poles of an analytic function, we get8 

N (oo) = n1t, ( 4.2) 

where n is the number of poles. 
Initially, let us assume that p 1 (t), which is analytic in the upper half plane, has no poles there. Then 

g (t) will also be an analytic function in the upper half plane Im t > 0. However, it is not possible to 
apply Cauchy's formula to g (t) directly, since p 1 (t)- 0, and consequently g (t)- oo for t- 00 • 

However, on the basis of the criterion of physical feasibility and ( 4.2 ), it is easy to estimate the order of 
magnitude of g(t). Actually, from (3.3), (3.7), and (4.2), 

( 4.3) 

Consequently, if we consider the function 

gn (t) = t-ng (t) = t-n logM (t)- u-nN (t), n >- 2, ( 4.4) 

then, being an analytic function for Im t > 0, it satisfies at the same time the conditions of applicability 
of the Cauchy formula, because gn ( t) approaches zero sufficiently rapidly for t - 00 • 

Making use of the more general Cauchy formula in that case in which the analytic function gn (t) 
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has poles of n-th order* 

t" C g (I'} 1 I dg (0) In-I dn-Ig (0} 
i1t p .\ (n (I'- t) dt = g (t)- g (0)- Tid/- ... - (n-1)! dtn-1 ' 

--()0 

( 4.5) 

and taking it into account that 

d2m+I (0} ~m (0} 
Re g = O· Im _g_ = 0 g (0) = 0 

dt2m+1 ' dl2m ' ' ( 4.6) 

we get [on the basis of ( 4.5)] the following "dispersion" relations: 

- t dg (0) 12m-1 d2m-1 g (0) 12m+1 ~ Reg (I') I 

Img(t)- --+· · · + - --P \ dt 1! dt (2m- 1)! dl2m-1 1t j t'2m+1 (t' _I) ' 
-<X> 

( 4.7) 

or 

12 d2 g (0) 12m-2 d2m-2 g (0} t2m ""~ I (I'} 
R (t) + + + -P ~?--dt' e g = 2f ---;[[2 . . . (2m- 2)! dt2m-2 .,. (2m W _I) ' 

-co ' 

t dg (0) 12m-! ~m-1 g (0} 12m ""~ Reg (I'} 1 Im t ---- · ·· --P ----- dt g()- 1! dl + + (2m-1)! dt2m-1 "" -co t'2m (t' _ t) · 

( 4.8) 

We note that the terms outside the integral sign in these "dispersion" relations contain the moments of 
the distribution density w (E): 

00 

w;, == ~ E"w (E) dE. ( 4.9) 
8 

In the special case when m = 1, i.e., n = 2, we ~:et, after simple transformations, the following "dis­
persion" relations: 

00 

log M (t) = - 2t• p \ _t_ {N (I')- N {t)} dt' 
· "" ~ 1'2 - 12 . I' I ' 

0 

00 

N (t) = _ t dpi(O} _ ~ p (' _1_ flogM(I') _log M \_Q) dt' 
dl 1t ~ 1'2 - 12 l 1'2 12 f ' 

0 

( 4.10) 

which permit us to determine M (t) uniquely from the known values of N (t'); to determine N (t) from 
known values of M (t' ), we must also know dp (0 )/dt, i.e., the actual mean value of the energy. 

To obtain "dispersion" relations which permit us to compute N (t) from known values of M (t' ), we 
consider the function 

g_(t)=g(t)-g(:x:>). ( 4.11) 

Making use of ( 4.2 ), we then get the desired "dispersion" relation on the basis of the Cauchy formula ( 2.6 ): 

en 

N (l) = ~ p \ logM (t') -- logM (t) dt' 
~ 7t j t'2 - t2 . 

0 

( 4.12) 

It was assumed above that p1 (t} has no poles in the upper half plane. In thise case we can determine 
N (t) uniquely in terms of the known values of M (t' ]I and solve the inverse problem. If p 1 (t) has a 
pole in the half plane Im t > 0, then the connection between M (t) and N (t) becomes ambiguous, but 
the resulting arbitrariness can be exactly identified. 

*The symbol P in ( 4.5) and below denotes an inte~~al in the sense of the principal value both at the 
singular points t' = t and at t' = 0. 
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Let p1 (t) have a simple pole in the half plane Im t > 0, say at tn =an+ i.Bn; .Bn > 0, i.e., 

P1 (f)= P1 (f) (f- CXn- i~n), ( 4.13) 
...., 

where p(t) is already an analytic function in the upper half plane Im t > 0, having no poles there. We 
consider the function 

P1 (f)= P1 (f) (t- CXn + i~n) / (t- CXn- i~n)• ( 4.14) 

It is evident from ( 4.14) that the function p1 ( t), which is analytic in the upper half plane, has no poles 
there (its poles are in the lower half plane), and has the same modulus as the original function p ( t). 
Applying the dispersion relation ( 4.12) to p ( t), we see that N ( t) is given by the following expression: 

N(t)= 2(t-an)~n +~PfiogM(t')-logM(t) dt' 
(t-a )2-~2 7t j t'2-f2 • 

n n 0 

( 4.15) 

because 

. _ - t -an + ipn 
a1g p1 (t) = arg p1 (t)- argt-an -i~n. ( 4.16) 

Thus, finally, knowing the modulus of the function p ( t) - M ( t) [which is connected with the experi­
mentally determined decay law L ( t) = M2 ( t) ], and the poles of the function p1 ( t) in the upper half 
plane Im t > 0, we can uniquely determine the phase of the function p ( t) - M ( t) and also, from ( 2.3), 
we can determine analytically the energy distribution function w (E). 

Some remarks relative to the experimental proof. As is easily understood from the conclusions reached 
above, it is necessary to observe the decay, beginning with the initial instant of time t = 0. For this pur­
pose we could use an experiment with the formation of an artificial, short-lived isotope, fixing the initial 
moment of time t = 0 by having a "pulse" of particles bombard a stable nucleus, a product of which is an 
artificial short-lived isotope. In this same experiment, we could observe the departure of the decay law 
from the exponential. 

In conclusion, I express my gratitude to V. A. Fock for his discussion of the work and for valuable com­
ments, and also to the colleagues of the seminar of the Department of Theoretical Physics, Leningrad State 
University for discussion of the work. 
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