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The theory developed in the preceeding paper is applied to a non-isolated system with 
one degree of freedom. A vacuum-tube oscillator synchronized by a harmonic driving force 
is considered as an example. The same method is applied in the study of a system with 
two degrees of freedom - a vacuum-tube oscillator coupled to a high-Q circuit - and in the 
elucidation of the influence of this method offrequency stabilization on fluctuations of 
amplitude and phase. The way in which thermal fluctuations are taken into account in this 
theory is considered. 

1 . INTRODUCTION 

THE application of symbolic differential equa-
tions and correlation theory to the question of 

fluctuations in oscillating systems offers such a 
simplification of the statistical part of the problem 
that it becomes feasible to consider inore compli­
cated cases than that of the simple isolated 

system having one degree of freedom 1 (hereafter 
referred to as 1). At the outset we may note 
certain results obtained below in connection with 
two such more complicated problems. 

A non-isolated oscillating system having one 
degree of freedom is considered first, and the 
theory for this case is applied to a vacuum-tube 
oscillator synchronized by an external harmonic 
emf. The spectrum of the synchronized oscillator 
is shown to be discrete-continuous) since a 
strictly sinusoidal synchronizing emf implies the 
existence of a discrete line. Also, the forced syn­
chronization leads to a situation in which the 
random excursions of the phase of the oscillations 
do not increase in accordance with a diffusion law 
but have, as do the amplitude fluctuations, a 
stationary spread about that value of the phase 
which the external emf imposes on the system in 
the absence of fluctuations. The dependence of 
the strength of the fluctuations on the amplitude 
of the synchronizing emf and on the difference 
between the frequency of this emf and the natural 
frequency of the oscillatory circuit is established. 
The ratio of the energies of the discrete line and 
the continuous part of the spectrum is also 
obtained. 

The second of the problems considered in this 
paper is that of the fluctuations in a vacuum-tube 
oscillator stabilized by being coupled to a high-Q 
circuit (a system with two degrees of freedom). It 

l S.M. Rytov, J, Exo.er. Theoret. Phys. USSR, 29, 304 
(1955); Soviet Phys. 2, 21 7 (1956)· Hereafter referred 
to as I. 

is known that in order to apply a method involving 
an expansion in a small parameter this frequency­
stabilization scheme can be treated in the first 
approximation as the synchronization of an oscil­
lator by an external driving force 2 • It is clear 
that this treatment is applicable not only to the 
purely dynamic problem but also, to some extent, 
to the question of fluctuations in systems of this 
type; in particular, it is shown that stabilization by 
means of a high-Q oscillatory circuit reduces the 
phase diffusion coefficient in second order. Thus, 
in the first approximation, there occurs only a 
stationary spread about the value given by the 
initial conditions. The indicated attenuation of 
the phase diffusion means that the relative 
departure of the frequency for some fixed time is 
one order of magnitude smaller than that which 
obtains in the absence of stabilization. The 
analysis is based on deviations which can be 
attributed to fluctuations and not to the instability 
of the system parameters. The clear distinction 
between these effects and other pertinent 
considerations in regard to the natural and 
practical line-widths of the oscillator spectrum 
have been given by Gorelik3 . 

2. SYNCHRONIZED OSCILLATING SYSTEM 

Returning to Eqs. (3.8) of I in which, for the 
non-isolated system <l> and 'I' now depend on 

' 1 0 1 0 
R0 and 'Po, the steady-state conditions require the 
vanishing of R0 and %· This requirement yields 
the equations 

Cl>1o (Ro, 1lo) = 0, 'Flo (R0 , 1lo) = 0, (2.1) 

2 
.. S. M. Rytov, A. M. Prokhorov and M. E. Zhabotins­

ku, J. Exper. Theoret. Phys. USSR 15, 557, 613 (1945) 
3 G. S. Gorelik, J, Exper. Theoret. Phys. USSR 20, 

351 0950); lzv. Akad. Nauk SSSR Ser Fiz l" 187 (1950) . ' . . ... 
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which detennine the constants R 0 and Cflo - the 
radius of the generating circle and the phase shift 
of the locked oscillations with respect to the 
synchronizing force. The generating point now 
fluctuates in a random fashion about the unifonnly 
moving ''dynamic" point, and is connected to it 
in terms of both radial and tangential fluctuations. 
In the steady state the "scatter region" performs 
uniform rotation around the generating circle 
without becoming defonned and, in particular, 
without spreading along the circle according to a 
diffusion law (Fig. l ). 

FIG. l 

Since the derivatives of R0 and Cflo are zero, Eqs. 
(3.9) of I assume the form 

2R• + .~()(])ln R + o<D1o , 
1 oRo I OCJ>o rpi 

=-AI (Ro, Cfo) + F1., 
(2.2) 

2Ro'f~- 0~: RI- a~:o fi = BI (Ro, fo) + Fn · 

The constants A 1 and B 1 , which arise from the 
non-linearity distortions, now represent regular 
correction tenns to both R 1 and 'fi. Designating 
these regular correction terms by r 1 and 1f; 1 , i.e., 
taking 

From Eq. (2.2) we obtain expressions for r 1 and 

1f; 1 : 

and the following equations for the fluctuations of 
amplitude p and phase x: 

(2.5) 

in which 

(2.6) 

- 1 O'P'to q2 ____ _ 
2R0 ocp0 • 

Being interested only in the steady state, we 
take solutions of Eqs. (2.5) for initial conditions, 
corresponding to the vanishing of the quantities of 
interest at T = - oo : 

... 

p ('t) = 2(i..I ~ i..2) ~ {[(pi+ Al) e;>.•('<-fll 
-<>0 

- (PI + A2) e;>.•< ... -e> 1 F 1. (6) 

+ :o2 [eA•('<-fl)_e;>.,('<-O)]Fu (6) }d6, 

1 
X. ('t) = - 2(1.1- 1.2) 

... 

(2. 7) 

~ { (Pt + At~!Pt + 1.2) (eAz('<-6)- e;>.,('<-ll] F .L (6) 
-<>0 

Here A1 and A2 are the roots of the characteristic 
equation 

having real negative values for the stable mode. 
Since A and ~ are complex conjugates, the 
expressfons (2.'() are always real. 

Omitting rather tedious but elementary calcula­
tions based on Eqs. (2. 7), (2.8) and formulas (2.6) 
of I, we present the results of a calculation of the 
correlation functions for p and X : 

p('t)p('t') = 4(~~"i> 

X {[(pi'+ A2) (Al - q2) + p: ] ....!._ eAtl'<'-'<1 
R~ A1 (2.9) 

- [<Pl + AI) (A2 - q2) + ·~ J..!. eA•I'<'--'~"1} 
R~ /.2 ' 

~X.('t)x('t') =4(/.~~){[q~+ p~~i..~] 

X A~ eA•I""'-'<1 _ [ q ~ + p ~ ;~ ~ J ~ e;>.•l'<'-'<1} • 
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Whence, if it is assumed that -r' = -rand if use is the form 
again made of Eq. (2.8), the following expressions 

b · d f h 1 f d w <x. x') dx. d·"' are o tame or t e mean-square va ues o p an x: ,.. 

(2.1 0) 

2 !lc { q~ + <PU R~) 1 } 
X = 4 (PI +q2) P1q2- P2q1 + R~ • 

According to Eq. (2.3) and formulas (3.2) and 
(3.5) of I the frequency of the fundamental oscil­
lation is given by 

Xfund= (Ro + 11r1 + flP) 

X cos (t- q;o- fl~I- fiX)· 

We find the correlation function for Xtund 
neglecting the amplitude correction p.r 1 and the 
amplitude fluctuations p.p . Then 

Xfund(t) Xfund(t') (2.11) 

R2~~~~~--~--~~ = y {cos [t- t' - 11 (x - x')J 

+cos It+ t'- 2 (<?o + 11~1)- 11 (x + x')l}. 

In the case of an isolated system it is assumed 
that the random phase shift during the time -r'- -r, 
i.e., the quantity u =X'- X, has a normal 
distribution, and that, in the steady state, the sum 
v = X'+ X is distributed uniformly over the 
interval ( - TT, rr) and is not correlated with u. 
Under these assumptions, the second term in Eq. 
(2.11) vanishes and the first gives 
R2 
_o_e-~'iii/2 x cos (t- t'), i.e., the result 
2 

depends only on t '- t, as is to be expected for a 
stationary process. 

In the present case, we do not make the same 
assumptions with regard to u and v. On the 
contrary, it is natural to assume on the basis of the 
central limit theorem, as before, that now the 
random tangential excursions of the ' 'dynamic" 
point are also normally distributed as are the 
radial deviations. Thus,we assume that the two­
dimensional distribution X= X (t) and x'=x( t') has 

where 

_ X (-r) X (-r') 
r- a2 . (2.12) 

Then u = X~ X and v = x' + X are statistically 
independent, and are characterized by normal 
distributions and mean-square values 
u2 = 2a2 ( 1 - r) and v2 = 2a2 ( 1 + r) . Taking 
averages in Eq. (2.11 ), we get 

Rz 
=+{cos (t- t') cos p.u 

+cos [t + t'- 2(<p0 + flh)J cos p.V} 

R2 
= y {cos (t- t') e-t-L'<>'(I-rl 

+cos [t + t'- 2 (<p0 + flh)J e-1'-'<>'(J+r>}, 

(2.13) 

i.e., as was to be expected, we get a correlation 
function corresponding to a non-stationary process. 

As is well known, (see for example reference 4, 
Sec. 11) the average intensity at the output of a 
filter, into which is fed a non-stationary signal 
Xfund (t), is determined from the time average of 
the correlation of Xfunit). In taking the time 
average of Eq. (2.13), designated by the wavy 
line, the second term vanishes so that 
~ 

Xfund(t) Xfund(t') 

R2 
= T e-Jl'a'(l-r) COS (t'- t), 

(2.14) 

in which a 2(1-r) = x2 - X ( -r) X ( -r') and the 
correlation function and the mean-square value of 
xare given by formulas (2.9) and (2.10). 

Using (2.14) one can, in the usual manner, 
determine the spectral density of the oscillations 
in which we are interested: 

4 V_. ~· Bunimovich, Fluctuation Processes in Radio 
Recewmg· Apparatus, published in ''Soviet Radio" 
Moscow, 1951 ' 
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(X) 

g (Q) = ! ~ Xf=-=:n~jt""""-)=x1=~n=J?7t=+::stl) cos QO dO 
0 

R2 m 

= ; ~ exp {!12 [z ('t) x. (-r +- 11b) 
0 

- z2]} cos a cos n& d~. 
Taking into account the fact that 

"" 
~cos6cos06dfJ = ~ o(0-1), 
8 

we get for g ( n) the expression 

R'~ -
g (Q) = -.f e-"'•x• o (Q- 1) 

x cos 6 cos n 6 d o. (2.15) 

The first term corresponds to a discrete line at the 
frequency of the synchronizing signal n = 1' and the 
second gives the continuous part of the spectrum. 
We can now compare the total energy in the dis­
crete line with the total energy of the continuous 
spectrum. In accordance with the separation of the 
correlation function in Eq. (2.15), in particular, 

R2 -
xfunif) xfunjt + fJ) = T exp {~ f12X2} 

we have for () = 0 

Thus,the ratio of the noise energy to the energy in 
the discrete line is 

(2.16) 

If 

(2.1 7) 

i.e., if the continuous spectrum is relatively weak, 
then its density can be found without difficulty. In 
this case, from the second term of formula (2.15), 
taking into \account (2.9), we get. 

where we have introduced the notation 

~=(0-l}/fL .. 

Later we shall see (Section 3) that at the center 
of the synchronization band p 2 = q 1 = 0. In this 
case, according to Eq. (2.8), A1 =- p 1 , A2 =- q2 

and the expression for the density of the 
continuous spectrum assumes the form 

(2.18) 

i.e., the spectrum is in the form of a resonance 
curve with respect to the dimensionless parameter 
~and has a halfwidth q 2• In terms of the true 
frequency, this means a halfwidth ow= fLq 2 w. One 
should keep in mind that formula (2.18) is valid 
only under the conditions given in Eq. (2.1 7). 

3. VACUUM-TUBE OSCILLATOR SYNCHRONIZED 
BY A HARMONIC EMF 

We now apply the results of the preceding 
section to the oscillator whose circuit is shown in 
the Figure in I. In the presence of the synchro­
nizing emf, the right-hand part of Eqs. (2.1) of I 
is given by Eq. (5.5). In this case Eqs. (2.1) of 
the preceding section become: 

Ro ( 1 - Z) + 2H sin <p0 = 0, 
(3.1) 

6.R0 + 2Hcoscp0 = 0 (Z = R~/4). 

The constant correction terms (2.4) to the radius of 
the generating circle r 1 , and to the phase shift 
tP1 , are found to be 

RZ21'l. 
r1=- !8((3Z-1)(Z-1) +l'l.2]' 

Z 2 (3Z -1) 
~1 = 8 [(3Z -1)(Z- 1) + f'l.2] ' 

and the coefficients in Eq. (2.5) have the form 

3Z-1 l'l.Ro 
Pt = -2- • P2 = -2- • (3.2) 

h Z-1 
ql = - 2Ro ' q2 = -2- • 



FLUCTUATIONS IN OSCILLATING SYSTEMS. II 229 

Using Eq. (3.2) in formula (3.1 0) to calculate 
the mean-square values of the fluctuations of 
amplitude and phase, we get 

2 _ !lC[(2Z-1)(Z-1)+~2] 
p - 2(2Z- 1)[(3Z -1)(Z -1) + ~2] (3.3) 

2 _ (lC[(3Z -1)(2Z -1) + ~2] 
X - 8Z(2Z -1)[(3Z -1)(Z -1) + ~2) 
According to Eq. (3.1 ), the equation of the 

resonance curve in the synchronization case is 

so that the right-hand parts of (3.3) are determined 
(aside from the factor p.C) only by the amplitude of 
the synchronizing force and the deviation 6.. In 
the theory of synchronization one distinguishes, as 

is known5 , between the cases of large and small 
amplitudes H(H2 ~ 8/27), which correspond to dif­
ferent types of loss of stability of the synchro­
nized mode. If H is sufficiently small, then Z is 
close to unity and, according to Eq. (3.4), Z "' 1 +H 
at the center of the synchronization band. In this 
case it follows from Eq. (3.3) that 

(b.= 0, H2~ 287). (3.5) 

Thus,at the center of the synchronization band the 
amplitude fluctuations in this case are the same 
as those of the isolated oscillator [see Eq. (5.9) of 
I] and the phase fluctuations which are now also 
stationary, increase indefinitely with the reduction 
of H. This increase is connected with the fact 
that the width of the synchronization band is 
proportional to H; at its boundaries the 
synchronized mode being studied loses 

stability and p2 and x2 become infinite 

[the second factor in the denominator of Eq. (3.3) 
approaches zero] . Within the band, the .phase 
shifts associated with the frequency shifts are 
found to be more sensitive to the narrowing of the 
hand limits than are the amplitude fluctuations. 

In the case of small H, which is being consid­
ered, the halfwidth of the synchronization hand 
(in terms of the dimensionless deviation 6.) is 
equal to H. The halfwidth of the continuous 
spectrum, according to Eq. (2.18) is 
q2= (Z-1) /2 ""H/2. Thus~the continuous 

5 
A. A. Andronov and A. A. Vitt, Zh. Prikl. Fiz. 7, 3 

0930) 

spectrum is one-half as wide as the synchroniza­
tion hand. This result is valid under the condi­
tions given in Eq. (2.1 7), which, according to Eq. 
(3.5), can be put in the form 

p.3Cf8H < 1 

and consequently cannot be carried over to 
arbitrarily small values of H. 

At the center of the synchronization band 
(6. = 0) and for large values of H we may take 
Z » 1; hence,from Eq. (3.4) we have Z ""H 213• 

In this case Eq. (3.3) gives 

2 _ !lC - 2 !lC P v -----
- 6i-i'l• ' "' - 8H•f.- ' 

(3.6) 

i.e., with an increase in the value of H, the 
magnitude of the phase fluctuatio~s falls off 
quicker than that of the amplitude \fluctuations. For 
H:;:: 8, p. 2f_;2/R~ is reduced by a factor of 24 or 
more as compared with the isolated oscillator. 

At the limits of the synchronization hand [where 
the first factor in the denominator of the expres­
sions in Eq. (3.3) becomes zero] we find that 

--;?'and X 2 can also increase without limit in the 
case of large H. As 'has already been noted, this 
means that in such cases the choices of the 
orders of magnitude p and X made at the beginning 
of the analysis are no longer valid. 

Equation (2.16) indicates that with the higher 
values of H, the ratio of the energy in the 1 

continuous spectrum to the energy in the discrete 
line approaches zero at the center of the 
synchronization band because 

However, close to the limits of the band, where 

x2 - oo, the discrete line' whose existence in the 
oscillator spectrum is <iependent on the sinusoidal 
synchronizing emf, ''blends" in with the noise. If 
the spectrum of this emf is not monochromatic, 
there will be no discrete line, and the width of the 
continuous spectrum will be considerably 
increased. Strictly speaking, the oscillator syn­
chronization force is not sinusoidal but the treat­
ment of a randomly modulated synchronizing 
force requires special attention. 

For large amplitudes of the synchronizing force 
the halfwidth of the synchronization band is y2H 
while the halfwidth of the continuous spectrum is 
q ,(z- 1 )/2"' H2 I 3 I 2. Thus the relative halfwidth 
of the continuous spectrum is 1/(2y2 H 1 13). For 
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these results to be valid, the quantity given in 
Eq. (3.7) must be small compared with unity. 

4. SYSTEMS WITH TWO DEGREES OF FREEDOM 

In analyzing an oscillator which is frequency­
stabilized through coupling to a high-Q system*, 
one finds typically an order-of-magnitude asymmetry 
in the right-hand side of the equations of motion 2• 

Typical equations for the problem at hand, where 
we have introduced a·fluctuation force of order p.2, 
have the form 

d2x ( dx dy ) + 2F(f)· 
dt2 +X= p.f X, dt' y, dt ,p. p. ' 

-"' ( d d ) (4.1) u-V X V 
dt2 + y = p.2g X, dt ' y, dt 'p. ' 

where x is the current in the oscillator circuit and 
y is the current in the stabilization element, which 
for convenience we will in all cases call the '' crys­
tal". Thus,to an accuracy of the order of p., the 
crystal represents an independent conservative 
oscillator. It acts on the oscillator with a force of 
the first order and synchronizes the oscillator in 
the region of resonance (with deviations "'p.). The 
crystal losses and their influences on the oscil­
lator are taken into account in second order. 
Furthermore - and is closely related to the 
question of fluctuations - the random force acting 
on the oscillator also enters in second order. 

The accuracy of the solutions of equations (4.1) 
is the same as that for the case of a srstem 
having one degree offreedom. Since we are 
interested only in the effects of stabilization on 
fluctuations in vacuum-tube oscillators, we turn 
now from the general equations of (4.1) to a con­
crete frequency-stabilization circuit which has two 
degrees of freedom. 

To facilitate comparison with the example con­
sidered earlier, we consider the coupling scheme 
(Fig. 2) wuch differsfromthecircuitoftheFiguregivenin 
lin thepresmceofthe stabilization loopL 1• C1,Rl' llhich 

is inductively coupled to the oscillator circuit. 
The high-Q of the circuit L 1,C l'R 1 is reflected in 

the following choices of the parameters: L 1 "' 1/ p., 
C 1 "' p., R 1 "' p.. The mutual-inductance coefficient 
N "' JJ.. From these we have: 

•In standard crystal oscillators there are also used 
simple circuits in which the crystal appears as the sole 
oscillatory element. When considering the properties of 
the equivalent circuit of the crystal in such oscillators 
one applies the theory of a system having one degree of 
freedom. 

(4.2) 

I, --~ 
~ 

FIG. 2 
Through these quantities and the parameters 
introduced earlier [ cf. Eqs. (5.3) and (5.4) ] the 
equations for the circuit of Fig. 2 can be written 
in the form: 

tP x {dx [ 1 (dx)2J 
dt2 + X = p. d t l - 3 d t 

(4.3) 

Here as before, t = (l)t 1 , x =III 0 and, in addition, 
y =I 1 /I 0, where I 1 is the current in the "crystal". 

We have a solution in the form 

x = Rcos (t- cp) + p. {Pcos 3 (t- ~) 

+ Q siu3 (t -rf) + ... }, (4.4) 

y = Ucos(t-cp) + Vsin(t-cp) + p.{ ••• }. 

There are no even harmonics in y because in the 
stabilized mode, in which we are interested, the 
''crystal" overtones appear only in order p.3 2. 

Substituting Eq. (4.4) in Eq. (4.3), setting to 
zero the coefficients of sin (t- cp), sin 3(t- cp) and 
cos (t - cp), cos 3 (t- cp) and expressing R,P,Q, 
U, V and cpin a power series in· p., we obtain the 
successive approximation equations. We will not, 
however, undert.ake the solution of these in their 
general form since we are interested only in the 
steady-state conditions (R ~ = 0), and the 

stabilized mode, in which cPo'"' 0, i.e., there are no 
first-order frequency corrections 2 • Under these 
conditions, the equations for the first approximation 
are as follows: 
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Ro ( 1- ~~) = k1 Vo, P0=0, 

- l1Ro = k1U0 , Q0 = R~/96, (4·5) 
and the equation for the second approximations 
have the form: 

2R' -(t- 3:~)R1 + k1 V1 = F_J_, 

Rs ( R2) 
Pl = - 25~ •- -f · 
Q R~ ll. s 
~-32R1 = - 708 Ro; 

2U~- 2V0<p~ =- hU0 , 

2 V~ + 2U0<p~ = - h Vo + k2Ro· 

(4.6) 

(4.7) 

(4.8) 

We now separate the constant terms r 1 , u 1 , v 1 , 

<\ in R 1 ' U1 ' V 1 ' 91 : 

R1 = r1 + p ('t), U1 = ul + ~ ('t), 

Vt = V1 + '1J ('t), 'P1 =a1't +X ('t). 
(4.9) 

Substituting these relations in Eqs. (4.6) and 
(4.8), we get equations for the constant terms 

k1v 1 = (t- 3:~)r1 , 2V0a1 = hU0 , (4.10) 

R~ 
k1u1 = 2Ro81- !1r1 -121:!' 

2Uoal = - h V0 + k2Ro· 
From the last two equations, it follows, first of 

all, that 
(4.11) 

this equation, in conjunction with Eq. (4.5), de­
termines R0 , U 0 and V0• Secondly, using these 
same two equations we obtain. the following ex­
pression for the second-order frequency correction 
81: 

al = hU0 2V0 • (4.12) 
For r l , u 1 and v l there remain only the first two 
equatwns of Eq. t4.1 0). The missing third equa­
tion is obtained only in the next approximation* . 

The variable terms satisfy the equations 

( 3R2) {4.13) 
2p'- 1-T p+k1'1J=FJ.., 

~'-Vox'= 0, 
2R0x'- !1p- k1~ = Fu, '1J' +Vox'= O. 

In considering g and TJ one may take initial con­
ditions corresponding to the vanishing of the 
quantities of interest at .,. =- oo • Then, as fo.llows 
from the last two equations of (4.13), 

Uo~ + V0'1) = 0. 
We may note that p.( U 0 U1 + V 0V 1 ) is the first­

order correction to the amplitude in the ' ' crystal''. 
Thus, in first order, the ''crystal" amplitude is 
not subject to fluctuations. 

If we assume that the value of X is zero at .,. = 0, 
then 

{4.14) 

in which U 0g (0) + V o'YI (0) = 0. Substituting 
TJ = - W 01 V 0) and x' = ( 1/V 0) g 'in the first two 
equations of (4.13), we obtain for p and g: 
p'+p 1 p+p 2 g=F..L/2, (4.15) 

e' + q1 p + q2 e= ( vo I 2Ro) F II' 
where 

1 
p1=-

2 4 (4.16) 

f.. vo k 1 v 0 

q1 =- --, q2 = -----. 
2 R0 2R 0 

Before solving these equations, we present the 
the solutions of the first-approximation equations 
and the pertinent data on the stability limits of the 

stabilized mode 2• For the stabilized branch we 
have, from Eqs. (4.5) and (4.11 ), 
R2 

0 (4.17) 
-=1-u+yu2 -!1 2 ,V~+V~ 

4 Su hUo 

=--z[< 1 - 2 (J) ( (J- v (!2 - f..2) + f..2 ], (J 1 =--
k 1 2 v 0 

h 
=--(u+·J u2 _ f..2), 

2/1 v 
where u = k1 kl 'lh. 

In Fig. 3 is s~own the reE5ion of stability in terms 
of the variables !'!2 mdu. Fonnally, the stabilization 
shoulq extend up to f.. = 0, but in reality, at 
f.."" p.\ the approximation on which our analysis 
is based is no longer valid (in particular, sl -. oo). 

• It is derived, like Eq. (4.11 ), from the requirement 
that there be no regular increase in the secand-or.der 
correction to the amplitude in the crystal and has the 
form: 
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l 
I 

~ 

' 1 

~ 
4 

0 
/ 

t ~ ' f 1 

FIG. 3. J-ll.1 =a- 1/,; 2-ll.1 = 
= (1-a)(3a-1) 

At this point there occurs a region of unstable 
solutions which carry over to the non-stabilized 
mode 2 and therefore the lower edge of the stability 
region is not extended to the abscissa axis in Fig. 
3. The non-stabilized mode, for which the crystal 
is not excited in the zeroth approximation, will 
not be considered,since it is very much like the 
case of the' simple oscillator (1, Sec. 5). 

S. FLUCTUATION IN A COUPLED SYSTEM 

Equations (4.15) coincide with Eqs. (2.5) if we 
replace F,1 and X of the latter by V 0F, and g . 
Using these substitutions we can apply formulas 
(2. 7) - (2.1 0) to find p and g, thus we have 

-:1' p.C { q~+ ( v5 p~/ R~ }(5.1) 
p = 1 + -------

4(pl.+q2) p1q2-p2q1 ' 

p.C (5.2) 

g2 = 
fl. c {q~ + < v~ 1 R~) p ~ v~ } 

4 (P1 + q2) . P1q2-p2q1 + R~ 

Using Eq. (4.14), we find the mean-square value 
of the phase fluctuations: 

-- 1--
X2 ('t) = v2 [~2 ('t)- 2~ {'t) ~ (0) (5.3) 

0 

+~2 (0)] = ~ [~-~('t)~(O)] vo • 

and conse~ently formulas (5.2) can also be used 
to obtain X . We now consider the amplitude 
fluctuations. 

Substituting the values of the coefficients p 1 , 

P2, q 1 , q2 from Eq. (4.16) into Eq. (5.1),and 
using Eqs. (4.~it is not difficult to reduce the 
expression for p 2 to the form: 

In turn, substituting the expression for R ~/ 4 
given in Eq. (4.1 7), the above expression is 
transformed into the following: 

2- (J.C { 1-4a 
p - 4(1-Za) 1-2a + 2 Jfa2 -fl.2 (5.4) 

+ a } 
1 - 2a + Y a2 _ fl.2 • 

The denominator of the first term becomes zero for 
L\ 2 =a- 1/4 , i.e., at the outer limit of the region 
of stability of the stabilized mode (Fig. 3). The 
denominator of the second term becomes zero for 

L\ 2 = 0-a) (3a -_1), i.e., at the inner limit 
which obtains when 1 /2 < a < l. The appearance 
of stability limits at which the generating circle 
becomes completely:'' dissolved" means that the 
smallest value of p2 obtained outside the region of 
stability is higher than that of the simple oscilla­
tor. 

If we assume a sufficiently strong coupling to 
the ''crystal" (a> 1, see Fig. 3), then the 
minimum {?'"is obtained at a deviation Ll 
d · db h · opt. etermme y t e equat10n 

V 2 A2 -a -uopt-

_ 4(1-2a) + Y ti(1-2a) (2-3a) 
2 

This minimum is 

o2. 
•mm 

!J.C. f 4a-1 
4 (2a- 1))3 (2a-1)- Y6 (1-2a) (2- 3a) 

'2a } 
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For a= 1 we have ('). 2 =0.4 and--p'l.n =lOp. C4 , 
opt m1 

i.e., it is 10 times larger than the level of 
amplitude fluctuations in the non-stabilized oscil­
lator [ see Eq. (5.9) in I ] . With an increase of 

a, p=--r: is reduced, but even for a- oo (in which 
m1n 

case ('). 2 -·I a/2) we have {;2. ~ p.C, i.e., it is 
opt V mm 

4 times larger than in the simple oscillator. In the 

case of weak coupling to the ''crystal", when the 

limits of the stability region become narrower, 
p2 becomes even larger inside the region. Thus, 
for example, at the point A in Fig. 3 ( ('). 2 = 3/8, 

a= 3/4) we have p2= 33.2 p.C/4. 
Heb.ce.,stabilization leads to the reduction of 

''stability" of the generating circle and to an 
increase of the strength of the amplitude fluctu~­
tion in the oscillator circuit. The relative 
amplitude fluctuation p...jptr/ R 0 is still larger 

since the radius of the generating circle R0 in the 
stabilization case is always smaller than two; 
this is apparent from Eq. (4.1 7). 

We now consider the phase fluctuations. From 
Eq. (5.2) the correlation function of e tends towards 
zero with an increase of 1'7"'- '7" j. Consequently, 
for large '7" the second term in Eq. (5.3) vanishes 
and x2 attains a stationary value: 

2 = 2~2 = !LC {(q~ I ~)+(p~ /.R~) + _1_} 
X. ~. 4 (p1 + qa) P1 qa- P2 ql R~ . 

Using Eqs. (4.5) and (4.16), this expression 
can be transformed to the same as Eq. (3.3), that 
of the synchronization case: 

r.tC [(3Z -1) (2Z -1) + .<12) 
(5.5) 8Z (2Z-1) [(3Z -1) (Z -1) +A a] 

It is not necessary for us to analyze this ex­
pression. The important feature is that in the 
first-order correction to the phase there is no dif­
fusion; a stationary process is set up very much 
like that which takes place in the synchroniza­
tion of the oscillator by an external synchroniza­
force. Hence, in the first approximation the 
effect of the ' 'crystal" can he interpreted as 
that of a synchronizing force - not only as regards 
the dynamic behavior of the o·scillator hut also 
with regard to J?hase fluctuations. Using Eqs. 
(3.4) and (4.1 7), we find the amplitude of the 
equivalent synchronizing emf due to the ''crystal"; 

we have 

H 2 = Z [(Z- 1 )2 + /').2] 

= 2(1- a+ Va2 _ /').2) ((').2 

+ a2 -a V a2 _ /').2). 

There are, however, certain differences from the 
synchronization case. Firstly, in the synchroniza­
tion case the phase 'Po is determined by the 
external force,while here the random spread takes 
place about the value 'Po which depends on the 
initial conditions. Secondly, and this is more 
important, in the isolated system, phase diffusion 
always takes place.,while the result we have 
obtained here only indicates that, in the case of 
stabilization, the diffusion coefficient is of a 
smaller order of magnitude. If the phase fluctua-
. • • • h f A 2 3 twn IS wntten m t e orm Ll c:p= P.X + p. xl + p. ~- .• 

then 

(').r2 = P.2X.2 + 2P.3XX1 + P-4 <x~ + 2xx2) + · · · 
One is easily convinced that (for large 'T") x2 

does not contain terms proportional to -r. For 
calculaiion of the following terms we must turn to 
the equations for the higher approximations - the 
third for x1 and the fourth for x2• The calculation 
of X 1 shows that the term xx1 also does not 
yield a diffusion dependence on T,but undoubtedly 
it will appear in XI . Because it is excessively 

complicated the calculation of the diffusion coef­
ficient cannot be carried out successfully and one 
can only draw the conclusion that stabilization 
reduces the phase diffusion coefficient by a 
factor "- p.2, i.e., it multiplies the time required to 
establish a regular phase distribution along the 
generating circle by a factor "- I I p.2 • 

6. THERMAL NOISE 

Up to this point only the shot-noise of the tube 
has been considered in the physical examples of 
the random force F(t). However, our method based 
on the use of symbolic equation and correlation 
theory can also easily he applied to the calcula­
tion of thermal fluctuations. For this purpose, in 
forming the equations of motion one merely 
introduces a random thennal emf localized in the 
physical resistances of the circuit. 

We will consider the coupled system which has 
already been treated (Fig. 2). If the branch 
containing R and R 1 now contains the emf sources 

2 (t ) and 21 (t 1 ), then in place of equations (4.3), 
we ~ave 
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d2x {dx [ 1 (d.x)2J 
(jj2 + X = p. dt l - 3 dt 

(6.1) 

Here we have introduced the dimensionless para­
meters and the time t = cut every_where except in 
the last terms containing ~and t:- 1 . In accordance 
with the Nyquist formula for the spectral ·intensity 
of a thermal emf, the correlation function of 2- 1 (t) 
is 

(6.2) 

Inasmuch as R 1 and R 2 are taken to be quantities 
of the same order of magnitude (the first) with 
respect to p., the emf 2, and the emf 2- 1 are also of 
the same order. If the random force appears to 
second order in the first equation of (6.1 ), i.e., 

L~'Io :~ = ~20 (t), (6.3) 

it will appear to order p.3 in the second equation. 
Hence the thermal noise of the ''crystal" need not 
be considered in calculations having an accuracy 
of the order p.2 • 

In order to calculate the correlation function of 
G (t) one must know the correlation function 

dfj Ut) dfj (t~) • The latter cannot be obtained 
dft dt~ 

from Eq. (6.2) in the usual manner because 2- (t 1 ) 

does not have a finite mean-square value. However, 
this difficulty can be circumvented if one notes 
that in the approximation which is of interest to 
ae = a 2, = e so that the dependence of 2, on the 
dt 1 a e1 

fast time t 1 has the form 

fS (tl) = fSI! ('tl) cos (J) [tl- cp ('tl)J 

- <8.L ("1) sin (J) [tt- cp ('tl)], 

where 'T 1 = p.t 1 • Consequently, 

dfS (tl) I dtl::::; 

- (!)<811 ( 't1) sin (J) [t1 - cp ( 't1)] 

- (J)fS.L ('tl) cos (J) [tl -tp ('tl)]. 

Now, sice 2,11('1"1) 2-u<'T~) = E}'T1) el ('T~) and 
ell and 2, l are not cross-correlated, we have 

(6.4) 

Thus.G (t) has a correlation function of the form 

o (t) o (t') =Do (t- t'), (6.5) 

in which, according to Eqs. (6.3) and (6.4) 1 

fl4 0 (t) 0 (t') = q.. 0 (tl - t~) 

__ 1 _ d<f} Ut) df) ~~~) = 2RkT o (t1 - t~), 
- L2w'J2 dt1 dt L2w2102 

0 1 

i.e., 

p.4D = 2RkT I £2(!)/~. (6.6) 

In our approximation the thermal emf calcula­
tion' amounts to adding a random force G ( t) to 
F ( t) in the first equation of Eq. (6.1 ); this force 
is also characterized by o - correlation and is 
independent of F ( t ). Thus)n the problem of the 
simple oscillator (see Figure in 1), taking k 1 = 0 
and 11 = 0 (i.e., cu = cu 0) in the first equation of 
(6.1 ), we have 

d!x dx [ 1 (dx ) 2] 
dt2 + X = p. dt l - 3 dt 

+ p.2 F (t) + p.2 0 (t). 

It is apparent that all the bilinear quantities 
characterizing the correlation and intensity of the 
fluctuations will, in the approximation being 
considered, be formed additively from terms 
calculated before which depend on F(t), and these 
same terms as determined by G(t). Thus, for 
example, in place of formulas (5.9) of I for the 
fluctuations of amplitude and phase in the simple 
oscillator, we now have 

p2 = ~ (C+D), x2= ~ (C+D)'t. 

The ratio of shot-noise to thermal noise is given 
by C/D, i.e., fromEqs.(5.7), (5.8) of I and Eq. 
(6.6) it is 
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shot 

thermal 

This expression can be written in a simple and 
descriptive form due to Gorelik. The second 

L<uo-
factor, since-- I =I , is equal to the R a amp 

voltage which appears across the condenser in the 
circuit: 

Consequently, 
shot eUc 
~=w 

The ratio of shot-noise to thermal noise is equal to 
the ratio of the work done in carrying an electron 
ac~oss the condenser (at maximum voltage) to 
tWice the energy of the thermal noise in the circuit. 
For T = 300 ° K, we have 

shot = 17 Uc, 
thermal 

Where Uc is given in volts. 

Translated by H. Lashinsky 
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